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Time-resolved transconductance spectroscopy on self-assembled quantum dots:
Spectral evolution from single- into many-particle states
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Using transconductance spectroscopy we study the tunneling dynamics of electrons from a two-dimensional
electron gas (2DEG) into excited and ground states of a layer of self-assembled InAs quantum dots (QDs).
From an initially selected nonequilibrium condition, we observe the charging dynamics of the QD states and
their spectral evolution for one- and two-electron configurations. Furthermore, we measure the electron emission
from the QD states into the 2DEG for the corresponding evolution of the QD-hydrogen and QD-helium spectra.
The comparison with theoretically predicted energies, as well as the evaluation of the dynamics in charging and
emission, allows us to separate and identify ground and excited electron configurations in the spectral evolution
and discuss in detail the observed maxima in the different spectra.
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I. INTRODUCTION

Quantum dots (QDs) are nanoscale objects with confine-
ment in all three spatial directions that behave like artificial
atoms and are therefore perfectly suited for fundamental
studies on atomlike quantum states in a solid-state environ-
ment [1–3]. One type of semiconductor QD—defined by
lithography techniques—is especially applicable to address
the atomlike quantum states and electron-electron interaction
(like Coulomb blockade and correlation) in all-electrical
measurements via source, drain, and gate contacts [4]. The
other well-known type of QD—the self-assembled QDs
[1–3,5,6]—is harder to access in an all-electrically controlled
measurement scheme, as these QDs are smaller and a precise
positioning is usually only possible in one direction. Therefore,
studies on excited [7] and many-particle states [8,9] and their
dynamics were performed mostly in an optical measurement
setup, where the electron-hole interaction always has to be
taken into account [10–15]. However, from an application
point of view, self-assembled QDs offer stronger confinement,
allowing operations at a higher temperature range [16], as
well as perspectives as building blocks in future quantum
computing [11,17] or memory devices [18,19], where an
all-electrical control of the charge and spin states is desired.

Here we employ a purely electrical measurement
technique—the transconductance spectroscopy (TCS)—on an
ensemble of self-assembled QDs, which allows us to prepare
and detect the many-particle electron states without electron-
hole interaction in a time-resolved detection scheme via a two-
dimensional electron gas (2DEG) [20]. The nonequilibrium
excited states of the first two “QD elements” are prepared (QD-
hydrogen and QD-helium configurations) and their spectral
evolution from nonequilibrium towards equilibrium is studied
as well as their electron emission dynamics after charging
the corresponding configuration. From the time evolution of
these spectra we can clearly identify ground- and excited-state
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configurations and discuss in detail the observed maxima in
the spectra.

II. EXPERIMENTAL DETAILS

A. Heterostructure and device

A schematic picture of the semiconductor heterostructure
grown by molecular beam epitaxy (MBE) is shown in Fig. 1(a).
An AlAs/GaAs superlattice was grown on a GaAs substrate
followed by an inverted high electron mobility transistor,
including a layer of self-assembled InAs QDs. The active
region with embedded QDs and 2DEG of the transistor
structure is shown in more detail in Fig. 1(b), including
the calculated [21] conduction band offset EC. The 2DEG
is formed at an AlGaAs/GaAs interface, which is located
180 nm below the sample surface. At a temperature of
4.2 K a charge carrier density of n2D = 7 × 1011 cm−2 with
a mobility of μ2D = 9 × 103 cm2/Vs can be obtained from
magnetotransport measurements at zero gate bias. On top of
the 2DEG interface, a layer sequence of 15 nm GaAs, followed
by 10-nm Al0.34Ga0.66As and another 5-nm GaAs is forming
a tunneling barrier into the QDs. The self-assembled QDs
are formed by depositing 1.9 ML of InAs, which results in a
density of about 8 × 109 QD/cm2.

Using standard optical lithography techniques, the het-
erostructure has been fabricated into transistors as shown
in Fig. 1(c). A channel mesa has been defined by etching
and Ohmic source-drain contacts were produced by evap-
oration and subsequent annealing of Ni/AuGe/Au contacts.
The source-drain channel was covered with a Schottky gate
electrode by evaporation of Ti/Au.

B. Time-resolved transconductance measurement

The transconductance measurements were carried out in a
liquid helium bath cryostat at 4.2 K. The electrical connections
to the device are shown in Fig. 1(c). The conductance G of
the 2DEG is measured with a source contact of the transistor
connected to ground and a constant drain voltage of VSD =
10 mV is provided by a current amplifier. The amplifier output
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FIG. 1. (Color online) (a) Schematic picture of the heterostruc-
ture grown by MBE. (b) Calculated conduction band diagram
of the active region with the layer of QDs and the 2DEG. (c)
Fabricated transistor structure with source, drain, and gate contacts.
The transconductance of the 2DEG is measured via source-drain
current ISD as a function of the gate voltage VG.

is proportional to the source-drain current ISD(t) and measured
with a sampling rate of 250 kHz. The measurement is triggered
by a function generator which is used to set the gate voltage
VG with respect to the source contact.

The measurements operation principle is shown in Fig. 2.
The gate pulse sequence starts in Fig. 2(a) with a gate voltage
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FIG. 2. (Color online) (a) Gate pulse sequence to set the Fermi
level of the 2DEG with respect to the QD energy levels for charging
(gray shaded area) and depletion of the QDs (white area). The
response of the conductance G of the 2DEG to a charging (depletion)
pulse consists of a step for charging (depleting) (rise time of t2D ≈ μs)
and a slower transient (tQD ≈ ms), which is due to tunneling of
electrons into (out of) the confined QD states. (c) A magnification of
the conductance G versus time t , which displays a charging transient
for electron tunneling into the QD states.

of VG = −1 V, where the QDs are fully depleted (uncharged)
as the Fermi energy EF of the 2DEG is below the energy levels
of the dots. At a time t = 0 the function generator switches
to a higher charging voltage VG (indicated by the gray shaded
area) and the 2DEG will be charged with electrons, visible
in Fig. 2(b) as a fast, steplike increase of the conductance G

at t = 0 until a maximum G0 is reached [see also Fig. 2(c)
at t = 0]. The time constant for charging (depletion) of the
2DEG is given by the RC characteristics of the device and the
experimental setup. Here, the response time of the 2DEG is
on the order of t2D ≈ 1 μs, which is significantly faster than
the tunneling time (inverse tunneling rate) for electrons into
the QD states tQD ≈ 1 ms. This difference in time constants
allows us to evaluate the charging of the QDs independently
from the charging of the 2DEG.

The transients of the QD charging in Fig. 2(c) can be
used to evaluate the tunneling dynamics into the dots and
the energy levels of the QD states. For this we take the
difference of the conductance �G(t) = G0 − G(t), where
G0 is the conductance just after charging the 2DEG. On
one hand, a charged layer of QDs depletes a proportional
number of electrons in the 2DEG, given by a relation to
the lever arm λ: �nQD = (1 − 1/λ) �n2D [22]. On the other
hand, the conductance of the 2DEG �G2D is determined
by its conductivity σ , which is given by the charge carrier
density as well as mobility: G ∝ σ = en2Dμ. For a small
conductance change (here on the order of �G/G � 5%) we
can approximate

�G ∝ e

(
n2D

dμ

dn2D
+ μ

)
�n2D. (1)

Since the overall change in μ,n2D,G is small throughout
a typical voltage range for the measurement, we assume a
constant prefactor for simplicity [23]. This allows us to use the
change in conductance as a direct measure for the change in
charge carrier concentration in the QD layer:

�G ∝ �nQD. (2)

When starting from an empty QD ensemble, the transferred
electrons �nQD and thus the conductance change �G reflects
the average occupation number n of the individual QDs. This
conductance change is now shown in Fig. 3 at four different
charging times, as the states in the QDs evolve from a still
time-dependent, nonequilibrium situation n(t) into a steady
equilibrium occupation after about 20 ms neq ≈ n (20 ms).
Accordingly, for any gate voltage VG the conductance change
�G increases with time t as more electrons are transferred into
the QD states, a process which is determined by the individual
tunneling rates (see below). The quantized shell structure is
already visible in Fig. 3 as steps in the conductance change
versus gate voltage.

III. NONEQUILIBRIUM ELECTRON
CHARGING DYNAMICS

From the conductance change in Fig. 3 we can now obtain
a quantity that is proportional to the density of states, i.e., the
number of QD states dn per energy interval dE. If we take
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FIG. 3. (Color online) Conductance change �G ∝ �nQD of the
2DEG due to tunneling of electrons into QD states. The equilibrium
occupation neq of the QDs is reached after 20 ms. In equilibrium
the QDs are filled with the maximum number of electrons that are
possible at this gate voltage VG.

the first derivative of the conductance change �G with respect
to the gate voltage VG, using Eq. (2) and the lever arm λ, we
obtain

d�G

dVG
= e

λ

d�G

dE
∝ d�nQD

dE
∝ dn

dE
. (3)

This equation is valid with the assumption made, that the
change in conductance �G is proportional to the number
of electrons �nQD transferred into the dots, which is again
proportional to the electronic states n available for the
tunneling process, i.e., the tunneling density of states (TDOS).

Figure 4 shows the first derivative of the conductance
change d�G/dVG as a function of the gate voltage VG and the
charging time t , starting right after the switch in gate voltage at
t = 0.02 ms to an equilibrium at about 10 ms. For simplicity
we call this quantity “time dependent” TDOS in the following.

For a short time after the pulse at t < 0.1 ms, the initially
empty QDs will, on average, be charged with less than
a single electron; i.e., a subensemble is charged with a
single electron. The spectrum in Fig. 4, hence, reflects the
single-particle spectrum with the one-electron ground state
(an electron in the s-shell) at VG = −0.66 V (position 1)
and the one-electron excited states (an electron in the p-
or d-shell) with maxima at VG = −0.35 V (position 3) and
VG = 0 V, respectively. This reflects the excitation spectrum
of a QD-hydrogen configuration, which has been discussed in
more detail previously [20]. For times larger than the tunneling
times (here after approximately 10 ms), the system has reached
a steady state and the spectrum evolved into the energy
spectrum of many-particle ground states for an ensemble of
QDs charged with one to six electrons, filling the s- and
p-shells.

By setting the initial gate voltage to V0 = −0.62 V, 90% of
the QDs in the ensemble are charged with one electron in the
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FIG. 4. (Color online) The density of states (TDOS) as a function
of gate voltage VG and time t . The QDs are initially empty and for
short times after the pulse, the TDOS reflects the single-particle
spectrum, where maximum (3) is related to the single-electron
configuration in the p-shell, located 52 meV above the single-electron
ground state in the s-shell (1). The spectrum evolves into the
equilibrium spectrum at t = 10 ms, where the two-electron and
three-electron ground states are visible as maxima at positions (2)
and (4), respectively.

s-shell. The resulting spectrum shown in Fig. 5 is now sensitive
to the two-electron spectrum of a QD-helium configuration at
short times and evolves again into the steady-state configura-
tion after about t = 10 ms. The ground state of the QD-helium
spectrum here determines our reference energy �E = 0 meV,
where the two electrons occupy the s-shell with antiparallel
spins, i.e., a spin-singlet state. The first excited state is a spin-
triplet state with two parallel spins and an additional energy
of �E = 42 meV relative to the ground state. The second
excited state at �E = 52 meV (see Ref. [20] for reference) is a
spin-singlet state; however, it is not yet clearly distinguishable
from the rising three-electron ground state (3) in Fig. 5. In
Sec. IV we separate these states and discuss them in more
detail.

A. Time evolution of the density of states

From the time-dependent TDOS of the QD-hydrogen and
QD-helium configuration, shown in Figs. 4 and 5, respectively,
we now want to discuss the transition from the nonequilibrium
into the equilibrium situation, which is determined by the
respective rates of the sequential charging processes. In the
following we show how to distinguish excited states from
(many-particle) ground states within the time evolution of the
spectra.

Figure 6(a) shows cross sections of the spectrum in Fig. 4
along the time axis at voltages labeled with (1) to (4), while
Fig. 6(b) displays schematically the corresponding charging
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FIG. 5. (Color online) The time evolution of the density of states
for a QD ensemble initially filled with one electron before applying
the charging pulse VG. The displayed two-particle energies for short
times reflects the nonequilibrium excited two-electron states. Clearly
visible is a two-electron triplet state at 42 meV [maximum (2)], while
the two-electron singlet state at 52 meV cannot be separated from the
rising three-electron ground state [maximum (3)].

sequence. Note that in the broadened ensemble, the average
occupation number n is given by the probability pn to find a
QD at a given occupation by n = ∑

npn. Here we start from
completely empty QDs (n = 0); i.e., all QDs are in the initial
condition p0 = 1. At voltage position (1), 50% of the ensemble
will be charged with a single electron after the transition time
of 10 ms into equilibrium, i.e., p1 = 0.5, and the transition
from nonequilibrium to equilibrium at this voltage position
reads p0 = 1 → 0.5 and p1 = 0 → 0.5. The time scale for the
transition into equilibrium is given by the charging time of the
first electron at voltage position (1), which we can determine to
τ1 = 1/γ1 ≈ 1.4 ms from the transient (1) shown in Fig. 6(a).

For VG = −0.52 V [position (2) in Fig. 4], the composition
of the ensemble in equilibrium after the transition time is
given by p1 = 0.5,p2 = 0.5; i.e., half of the QDs in the
ensemble will be charged with one electron and half with
two electrons, respectively. Here we obtain a peculiarly long
time constant of τ1 + τ2 ≈ 5 ms > 2τ1, which we attribute
to a delay from charging the first electron, as the Fermi
energy is initially aligned between the empty s- and p-shells
[see Fig. 6(b)].

Turning to the first excited energy of the hydrogen config-
uration, we find a steep increase in tunneling rate, reducing
the time constant for adding the first electron to 0.5 ms
as indicated in sequence (3) of Fig. 6(b). This causes a
peak in the spectrum of Fig. 4 at VG = −0.35 V. After a
relaxation process from the p-shell, the equilibrium condition
of the transient at t = 20 ms requires all QDs to be charged
with two electrons, completely filling the s-shell leading to
dneq/dVG = 0. In the corresponding evolution (3) in Fig. 6(a)
we also observe a decreasing amplitude after about 1 ms.
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FIG. 6. (Color online) (a) Cross sections of Fig. 4 along the
indicated voltages. (b) Corresponding charging sequence for an
average QD from empty (n = 0) to equilibrium occupation. The
evolution is governed by the sequential time constants τn. Processes
(1) and (3) correspond to resonant charging of the first electron,
when the Fermi energy is aligned with the single-particle levels. For
processes (2) and (4) the charging rate decreases (negative slope at
the beginning) since no QD levels are aligned to the Fermi edge. The
excited peak (3) vanishes due to the rise of the ground state (2).

The equilibrium condition dneq/dVG = 0 is reached after two
electrons have been transferred, so the time-constant of the
decrease is determined by filling the two electrons at position
(2). Accordingly, we derive the characteristic behavior of an
excited state as a faster rise time compared to the ground state
followed by a decrease into equilibrium. For process (4) we
again observe a fast rise (τ3 ≈ 0.7 ms), comparable to the time
we found for the first electron of sequence (3) also charging
via the p-shell. As for sequence (2), we again observe a delay,
because the Fermi energy is initially aligned in between the
p- and the d-shell.

Sequences (2) and (4) also show a small negative signal at
early times. Here the states in the 2DEG are aligned in between
two shells of the empty QDs. The tunneling process for the
first electron becomes nonresonant and its rate γ1 decreases.
For short times t , the average occupation is given by n ≈ γ1t .
Since we take the derivative with respect to the gate voltage
[cf. Eq. (3)], the spectrum becomes negative as γ1 decreases
with increasing gate voltage. Although tunneling at positions
(2) and (4) are initially nonresonant in both cases, process (4)
still appears faster compared to (2). Since the gate voltage

155430-4



TIME-RESOLVED TRANSCONDUCTANCE SPECTROSCOPY . . . PHYSICAL REVIEW B 89, 155430 (2014)

at position (4) is higher, the tunneling barrier is effectively
reduced for those electrons tunneling at the Fermi energy,
which increases the tunneling rate even in this nonresonant
condition.

From the evaluation of the charging transients in Fig. 6
we can now sort the maxima obtained in Fig. 4 for the
nonequilibrium situation just after the gate pulse into ground
and excited QD states. The amplitude of an excited state
will rise fast and than decay again, if no ground state is
overlapping at the same voltage (i.e., no peak in the equilibrium
spectrum exists); a situation which is fulfilled for charging the
excited p-state, represented by the transient of sequence (3).
However, the situation is more complicated if ground states
overlap in energy for the final (steady-state) configuration
with the excited nonequilibrium states, a situation which
is present for the exited state of the d-shell at VG = 0 V.
Using the emission spectroscopy in Sec. IV enables us also
to clearly separate ground and excited states for such a
situation.

We want to discuss now the time evolution of differ-
ent cross sections of the second spectrum, where initially
the QDs are filled with one electron, the so-called QD-
helium [20], and its time evolution into equilibrium. The
cross sections for the spectrum of Fig. 5 (prepared with
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FIG. 7. (Color online) Time evolution (a) of initially charged
QDs (Fig. 5) for the charging sequences in (b). The two-electron
spectrum is shifted towards higher energy, which allows a fast filling
of (3) compared to Fig. 6, sequence (4). For sequence (4) a negative
slope at the beginning is caused by tunneling below the Fermi energy
for the two-electron configuration.

a single charge) are shown in Fig. 7. From sequence (1)
we can determine the charging time τ2 ≈ 2 ms for the
two-electron ground-state configuration. In sequence (2), the
second electron is charged from the p-shell and we find a
decrease of the amplitude after a maximum at about t ≈ 1 ms,
a clear signature for an excited-state configuration of the
electron, here the spin triplet configuration, as assigned
before [20].

In sequence (3), the spectral distribution of the lower-
energy dots which are still charged from the p-shell and the
higher-energy dots which are charged off-resonantly between
p- and d-shell are mixed. Although the equilibrium density
does not vanish at voltage (3) compared to (2) an overshoot
can be observed around t = 2 ms, caused by the overlap of
nonequilibrium and equilibrium peaks. This indicates that
a maximum in the transient is, as mentioned before, not a
sufficient requirement for identifying nonequilibrium (excited)
states. At sequence (4) the majority of the ensemble is charged
off resonance and the time scales of the charging sequence are
comparable to Fig. 6, sequence (4).

Evaluating the evolution of the charging processes makes
it possible to derive information about the individual rates
in the sequential process, but is also disadvantageous when
many-particle and single-particle voltages are strongly over-
lapping as for the single-electron d-shell and the many-particle
p-shell electrons. This limitation can be overcome due to
the difference in tunneling barrier for the emission process
when the QD ensemble gets depleted, as shown in the next
section.

IV. EMISSION SPECTROSCOPY

In the previous sections, the change in conductance during
the charging of the QDs and its evolution in time have been
investigated. Instead of measuring the response upon switching
to the charging voltage VG, it is also possible to evaluate
the conductance change after switching back to the depletion
voltage V0 (see Fig. 8) and evaluate the emission of electrons
instead.

pu
ls

e 
V

G
(a

rb
. u

ni
ts

)
 c

on
du

ct
an

e 
G

 (a
rb

. u
ni

ts
)

time t (s)
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

time t (ms)

ΔGn=1

0 1 2

ΔGn>1
ΔG

Δt

V0

FIG. 8. (Color online) Measurement cycle for the emission spec-
troscopy. The conductance change �G during emission after a
charging time �t is separated into fast �Gn>1 and slow �Gn=1

processes. The fast emission results from QDs occupied with more
than one electron, i.e., n > 1, while the slow emission originates from
the emission of the last electron, i.e., n = 1. To obtain the spectra
shown in Fig. 9(b), the charging time �t was fixed to 0.1 ms.
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FIG. 9. (Color online) (a) Energy diagram for a pulse, completely
depleting a QD after charging six electrons and (b) emission
spectrum after a 0.1-ms charging pulse VG. Tunneling probability
increases exponentially with the occupation number n, which makes
it possible to separate the full emission spectrum (dashed line) into fast
(t < 0.2 ms) processes for configurations with n > 1 electrons and
slow processes (t > 0.2 ms), corresponding to the single-particle
spectrum with n = 1.

For this, we prepare a spectrum by interrupting the charging
process after a certain time �t , e.g., 0.1 or 1 ms. The relaxation
of excited states into the ground states during the charging
process is fast compared to the tunneling and can be considered
instantaneous. Thus, when switching to the depletion voltage,
all QDs can already be considered in the ground-state configu-
ration. Figure 9(a) then shows the conduction band EC for the
emission process right after switching to the depletion voltage.
Here the depicted QD is still charged with six electrons. As
the ground-state energies of the QD are elevated with the
number of electrons n, the tunneling rate for the higher states
increases over orders of magnitude due to their decreasing
conduction band offset �EC. This difference in time scales
allows us to separate the QDs, charged with a certain number of
electrons n.

For the QD-hydrogen spectrum, the slowest emission is
obtained for an occupation n = 1 with a characteristic time
constant of τ1 ≈ 2 ms. We see in Fig. 9(a) that the ground
state with n = 1 has the highest tunneling barrier. Electrons
from higher occupations n � 2, on the other hand, are almost
completely emitted within the first 0.2 ms. This allows
us to separate the overall conductance change �G ∝ neq

of the emission process into a part �Gn=1 = G (50 ms) −
G (0.2 ms), which is only sensitive to the single-electron

configurations with n = 1, by only measuring these slow
processes [25]. The remaining part �Gn>1 = G (0.2 ms) −
G0 then contains all the fast processes, where the dots
have already been charged with more than a single electron
n > 1.

In Fig. 9(b) the derivative d/dVG of the two separated
contributions are shown after a charging pulse of 0.1 ms
for the hydrogen configuration. The dashed line shows the
full emission spectrum after 50 ms, which corresponds to
the charging spectrum in Fig. 4 after 0.1 ms. The separation
revealing the single-particle spectrum for n = 1, consisting of
the three peaks corresponding to increased charging rate from
resonant tunneling into the s-, p-, and d-shells. In each case,
the single electron relaxes into the ground state and tunnels
out on the slow time scale. The charging process becomes
significantly faster as VG is increased and parts of the ensemble
for VG > 0 V are already charged with more than one electron
(n > 1) even after a short pulse of 0.1 ms. The QDs with
higher occupation are emitting considerably faster and only
contribute to the spectrum shown as the line labeled n > 1
in Fig. 9.

Filtering the spectrum with respect to occupation becomes
more important when the overlap of the single-particle and
equilibrium spectrum becomes stronger, obscuring the initial
resonances as observed in Fig. 5.

Figure 10(a) shows the separated contributions for the
ensemble initially charged with one electron after a charging
pulse of 1 ms. Here the depletion voltage was increased to
leave a residual electron, so the slowest emission process
is from the occupation n = 2. In the charging spectrum in
Fig. 5, the inhomogeneously broadened peaks from charging
the second and third electrons via the p-shell are overlapping at
VG = −0.25 V. The emission measurement, however, allows
us to separate the nonequilibrium resonances from the equilib-
rium spectrum for charging pulses even at these intermediate
times. The black dashed line represents again the overall
charging spectrum for all electron occupations n = 2, . . . ,6.
The overlapping resonance can now clearly be separated into
two different electron configurations: (i) the two-electron
triplet state with a calculated energy separation of 42 meV,
seen for slow emission processes in the line labeled n = 2,
and (ii) the three-electron ground state, seen for faster emission
processes in the line labeled n > 2. The two-electron singlet
state at an expected separation of 52 meV cannot be clearly
resolved, but may very well contribute as a shoulder to the
dominant triplet maximum at approximately VG = −0.2 V.
Since we observe only the change in tunneling rate dγ2/dVG

at early times, we can explain the dominant triplet by a stronger
increase of the tunneling rate, if we increase the gate voltage
to VG = −0.3 V (charging the triplet) than for VG = −0.2 V
(charging the singlet). The stronger increase in tunneling rate
leads to a higher amplitude of the differential conductance
change in Fig. 10. We can give two possible reasons for this
effect. (i) For the triplet, we increase the gate voltage from a
nonresonant situation (reduced tunneling probability) to a res-
onant situation (enhanced tunneling probability) by charging
the p-shell, while we have a comparable tunneling probability
for the singlet, as tunneling occurs always resonantly into the
p-shell. Hence, the change in tunneling rate is less significant
for the singlet and the amplitude of this state at VG = −0.2 V
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FIG. 10. (Color online) Emission spectra after a charging pulse
of (a) 1 ms and (b) 0.1 ms, depleting the dots to one residual electron.
Separating the full emission spectrum (dashed line) into fast and slow
processes makes it possible to separate the n = 2 excitation spectrum
from the configurations with n > 2. The separation still reveals the
nonequilibrium spectrum even for an intermediate charging time of
1 ms, but attenuating the peak from the d-shell, which is clearly
identifiable after charging for only 0.1 ms.

in Fig. 10 is reduced. (ii) The triplet has a three times higher
degeneracy than the singlet excited state [20]; hence, a higher
tunneling probability and a stronger change in tunneling rate
versus gate voltage.

Another maximum which can be assigned to the d-shell is
clearly visible in the n = 2 line at about VG = 0 V; however,
in contrast to the peak from the p-shell it appears attenuated,
which is an effect of the long charging time. At the higher
gate voltages, most of the QDs in the ensemble have already
been charged with two electrons after 1 ms so there is no
change in emission with respect to gate voltage and the
derivative for n = 2 is quenched. After a charging time of
0.1 ms the average occupation is smaller than n = 2 even at
the higher gate voltages. Figure 10(b) shows the corresponding
emission spectrum, where we can clearly identify the position
of the maximum for n = 2 resulting from tunneling into the
d-shell. Again, we only observe one significant maximum
at a separation of 100 meV while the calculation predicts a

TABLE I. Comparison of energy separations from calculated [20]
hydrogen or helium (triplet) states vs experiment.

�Es−p (meV) �Es−d (meV)

Hydrogen
Experiment 50 103
Theory 52 104

Helium
Experiment 43 100
Theory 42 94

series of closely packed energy levels. Here the width of the
ensemble may limit the resolution. For comparison we use
the state with an energy separation of 94 meV (fourth state in
Fig. 4 of Ref. [20]). This state has a dominant contribution
from the s-state in the single-particle basis, which is the
initial condition for our experiment with one electron in the
s-shell [26].

Table I compares the obtained energy separations from
the emission spectra of QD-hydrogen and QD-helium to
the calculated energies of Ref. [20]. For QD-helium we
only compare to the triplet configurations, since we assume
they contribute foremost to the tunneling rate. Although the
measurement is sensitive to an energy-dependent tunneling
rate, we find the average energy values obtained from the
experiment are in good agreement with the predicted values
for the hydrogen and helium configurations.

V. CONCLUSION

In summary, we have analyzed the electronic excitation
spectra for the QD elements hydrogen and helium. During
the charging process, the density of states evolves from a
preselected nonequilibrium (either hydrogen or helium) with
its respective excited states into the many-particle ground
states. Compared to the ground states, the spectral evolution
of an excited state shows a faster increasing amplitude in
the beginning, followed by a decrease into the equilibrium
condition. For a high density of overlapping many-particle
states, we can additionally use the emission spectroscopy
to filter only the pure elemental contributions in the spec-
trum from hydrogen or helium. This allows us to clearly
identify the respective shell structures up to the d-shell
for both elements, in good agreement with the calculated
energies.
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