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Time-resolved high-temperature detection with single charge resolution of holes tunneling
into many-particle quantum dot states
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We demonstrate detection of many-particle hole states in InAs/GaAs quantum dots with single charge resolution
up to a temperature of 75 K. Capacitance-voltage measurements as well as time-resolved current measurements
in an adjacent two-dimensional hole gas are used to determine the emission and capture time constants from
4 K up to 130 K. A transition from pure tunneling to thermally assisted tunneling is observed with increasing
temperature. An equivalent circuit model gives access to the energy level splittings of the many-particle hole
states and explains the broadening of the peaks at higher temperatures.
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I. INTRODUCTION

Due to their discrete density of states, self-organized
quantum dots (QDs) exhibit electronic and optical properties
which make them qualitatively distinct from higher dimen-
sional semiconductor heterostructures.1 Based on a decade
of research of their fundamentals, many novel or improved
devices were demonstrated, leading to their first application
in systems. Among these devices are high-speed QD lasers2,3

and amplifiers, single-photon emitters,4 and QD-based Flash
memories.5–8 The superior functionality of these devices is
predominantly based on the particular excitonic or elec-
tronic properties of QDs like tunable exchange interaction.9

Remarkably, holes which are also strongly localized in
QDs were studied in detail only recently using excitation
spectroscopy,10,11 although they are of great interest, for
example, for quantum information processing12 using single-
hole spin states13 at temperatures higher than 4 K or for novel
memories.14

Capacitance-voltage (C-V) measurements have proven to
be a valuable tool for determining the electronic structure of an
ensemble of QDs like localization energies or the capture and
emission dynamics for both electrons and holes.14–20 For single
QDs defined by electron beam lithography, single-electron
spectroscopy was developed by using adjacent quantum point
contacts (QPCs).21–23 This method is presently used exclu-
sively at low temperatures (typically in the 100-mK range)
due to the weak spatial confinement and the resulting small
level spacing (typically 1 meV) in lithographically defined
QDs.

Recently, a different method has been proposed which
enables charge detection in QDs at temperatures higher than
a few millikelvins.24–26 A two-dimensional system, either a
2DEG or a 2DHG, is placed in the vicinity of a layer of
self-organized QDs. The charges confined inside the QDs
deplete the number of free charge carriers and reduce the
mobility in the 2D system and hence reduce the conductance,
easily detected via a current measurement. The much higher
localization energy of carriers in self-organized QDs compared
to lithographically defined QDs provides a level splitting
large enough to detect single-charge states at much higher
temperatures than hitherto, possibly up to room temperature.
Furthermore, conductance measurements in a 2D gas pave the

way to scaling the device size down to the nanometer range
containing just a few or a single QD.

In this paper, we indeed present detection of a sequence
of single- and many-particle hole states in self-organized QDs
by an adjacent 2DHG at temperatures well above the helium
temperature up to 75 K. The 2DHG is demonstrated to be
an efficient and sensitive detector for study of both tunnel
emission from QDs into the 2DHG and tunnel capture of holes
into QDs from the 2DHG. The transients observed in time-
resolved conductance measurements are monoexponential and
time constants are easily derived. From an equivalent circuit
model the energy level splittings of many-particle hole states
are determined. In addition, the lever arm (ratio of gate voltage
change to potential change at the position of the QDs, which is
needed to derive the energies of the hole states) is calculated,
taking into account the gate voltage and the number of holes
confined inside the QDs.

II. SAMPLES

We study two types of structures grown by molecular
beam epitaxy (MBE), which are almost identical except for a
different tunnel barrier width. The schematics of the structures
is shown in Fig. 1. One InAs/GaAs QD layer, with a nominal
QD density of 3 × 1010 cm−2, is embedded in a GaAs quantum
well (QW) inside a nominally undoped Al0.9Ga0.1As matrix.
Underneath the QD layer a 2DHG is formed in 8-nm GaAs,
with holes provided by an adjacent 30 nm wide, 2 × 1018 cm−3,
p-doped layer. Structure A has a 5-nm-thick Al0.9Ga0.1As
barrier between the QD layer and the 2DHG, while the barrier
in structure B is 10 nm thick. The total tunneling length from
the QD ground state amounts to 18 and 23 nm, respectively.
Ohmic source and drain contacts were formed by thermal
evaporation of a Ni/Zn/Au alloy and subsequent annealing
to contact the 2DHG layer. The Schottky gate contact was
made of a Ni/Au alloy after the annealing step. Samples
were processed by chemical wet-etching into Hallbar mesa
structures with an effective gate area of 740 × 310 μm2.

Transfer length measurements (TLM) at room temperature
yield a sheet resistance of 12 800 � and a specific contact
resistance of 1.06 × 10−5 � m2 for structure B. Hall measure-
ments show a mobility for structure B of 191 cm2/Vs and a
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FIG. 1. (Color online) Schematics of the modulation-doped field
effect transistor (MODFET) structure with an embedded layer of InAs
QDs. The total width of the tunnel barrier is 18 nm (5 nm Al0.9Ga0.1As
and 13 nm GaAs) in structure A and 23 nm (10 nm Al0.9Ga0.1As and
13 nm GaAs) in structure B.

sheet density of 2.26 × 1012 cm−2 at 300 K and 2010 cm2/V s
and a sheet density of 1.59 × 1012 cm−2 at 77 K, respectively.

The valence band structures calculated with a Poisson
Solver27 at a temperature of 25 K around the position of the
QDs are depicted in Fig. 2 for a set of selected gate voltages.
The total localization energy of the holes in the structure has
been taken from deep-level transient spectroscopy (DLTS)
measurements on similar QDs as 710 meV [210 meV for the
QDs and about 500 meV for the band offset between GaAs
and Al0.9Ga0.1As; see Fig. 2(a)].14

III. C-V MEASUREMENTS

A standard tool for study of the properties of electrons and
holes in QDs is a C-V measurement.28–31 The differential ca-
pacitance (C = dQ/dV ) is equivalent to the amount of charge
that is transferred by an ac voltage, which is superimposed to a
constant gate dc bias. Here, the samples are designed in such a
way that, by applying a gate bias, the energy levels of the QDs
(i.e., the peaks in the QD density of states) can be energetically
aligned with the Fermi level in the 2DHG (see calculated
valence band structures in Fig. 2). This means that whenever
a peak in the density of states of the QDs becomes aligned
with the 2DHG quasi-Fermi level, C will increase due to the
increased tunneling probability. The 2DHG itself is assumed
to follow the applied gate bias instantaneously and thus is in
thermal equilibrium at all times during the measurement.

Figure 3 depicts the gate-source capacitance measurements
of structure A. The dc gate bias was swept between 2 and
−0.5 V, subsequently filling up the QDs, whereas the ac
amplitude was set to 5 mV. The measurements were performed
at temperatures ranging from 4.2 to 100 K at a frequency of
1014 Hz.

In total, six peaks are clearly visible in Fig. 3 up to a
temperature of 50 K. Even at a temperature of 100 K the two
peaks at the largest gate bias (peaks 1 and 2) can be observed.

At 1.35 V (peak 1) the ground state of the QD ensemble is
filled by one hole. The ground state is twofold degenerate. A
second hole added to the ground state of a QD has to overcome
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FIG. 2. (Color online) Calculated valence band structures around
QDs for selected gate voltages VG at 25 K for structure A. (a) The
Fermi level EF is above the energy levels of the QDs. (b) The Fermi
level EF is at the first energy level of the QDs, corresponding to peak 1
in Fig. 3. (c) The Fermi level EF is below the energy levels of the
QDs (no tunneling).

the Coulomb repulsion by the first hole, leading to a shift of the
(unoccupied) energy level to higher energies. Hence, the sec-
ond hole per QD will transfer to the QDs at a gate bias of 1.1 V
(peak 2). Each additional hole adds to this Coulomb repulsion
and shifts the energy levels to higher energies with respect to
the unoccupied energy levels.32 Further decreasing the gate
bias leads to a filling of further higher energy levels in the QD
ensemble (peak 3 to peak 6). Hence, the peaks belong to the
many-particle hole states of QDs filled with one to six holes.

FIG. 3. (Color online) C-V measurements on structure A. Distinct
peaks are visible up to a temperature of 100 K, corresponding to
many-particle hole states in the QDs.
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When the ac frequency is changed to values below 1014 Hz
the amplitudes of the C-V curves saturate. In contrast, when
the ac frequency is set to values higher than 1014 Hz the
amplitudes of the C-V curves decrease and the peaks vanish
at a frequency of about 15 kHz (not shown). The estimated
cutoff frequency for the device RC low-pass is about 20 kHz
and can be seen as a hint that the processes governing the time
constants are not the tunneling emission and capture, but the
parasitics of the device. The real cutoff frequency should be
even lower than the estimate (less than half the value).

A Gaussian fit yields an area under the first peak of
�CdU = 1.2 × 10−12 CV. Multiplying it with an estimated
geometric lever arm of λ ≈ 156 nm/18 nm = 8.7 and dividing
it by the elementary charge and the active gate area yields a
hole density in the QD layer of 2.8 × 1010 cm−2, which is in
good agreement with the nominal QD density of the structures.

IV. 2DHG CURRENT MEASUREMENTS

C-V measurements give access to the static energy levels
of many-particle hole states in QDs. Carrier dynamics can
be investigated by time-resolved measurements of the 2DHG.
The gate bias is swept in 10-mV steps, and at each step a pulse
of 50 mV is applied to change the energetic position of the
QDs relative to the 2DHG quasi-Fermi level. The holes that
are transferred by the pulse from the 2DHG to the QDs reduce
the conductance of the 2DHG and can thus be measured via
changes of the current. A time-resolved source-drain current
measurement for structure A with a source-drain voltage of
5 mV is shown in Fig. 4. The transients display the emission
and capture processes related to peak 1 in Fig. 3. The emission
of holes from the QDs to the 2DHG occurs when the energy
level in the QD moves above the quasi-Fermi level of the
2DHG, leading to a rise in the current. Capture of holes by the
QDs takes place when the quasi-Fermi level of the 2DHG is
above the unoccupied levels of the QDs, leading to a reduction
in the current.

The amplitude of the transients corresponds to the number
of holes which are transferred during the pulse. Hence, as in the
C-V measurements, by plotting the amplitude versus the gate

Amplitude

Structure A
T = 25 K

EF

EF

Capture into QDs
Emission from 2DHG

Emission from QDs
Capture into 2DHG

FIG. 4. (Color online) Structure A: Emission and capture tran-
sients in the source-drain current as a result of a gate pulse. The
amplitude is a measure of the amount of charge which is transferred
between QDs and 2DHG during the pulse.

Structure A

T = 25 K

FIG. 5. (Color online) Emission source-drain current (IS/D)
transient amplitudes plotted versus the respective gate voltage for
structure A. The curve is smoothed by a Savitzky-Golay algorithm
with a fit window of 100 mV. The spectrum resembles the peak
structure in the C-V curves [see lower (black) curve for comparison].

bias, distinct peaks appear at voltages where the energy levels
of the QDs align with the quasi-Fermi level of the 2DHG.
Figure 5 shows the amplitudes at the respective gate voltages,
ranging from −0.25 to 2 V. Again, in total, six peaks can
be observed and the C-V curve at 25 K in Fig. 3 is exactly
reproduced [lower (black) curve in Fig. 5]. However, due to the
already mentioned RC low-pass cutoff frequency of structure
A, the time constants of the transients cannot be evaluated
since they are controlled by the RC low-pass of the device.

The situation is completely different for structure B, where
the tunnel barrier is thicker. As a consequence, structure A
shows a stronger coupling between the QDs and the 2DHG
(small tunneling time constants), while structure B shows a
weaker coupling (larger tunneling time constants). Due to
the larger tunneling time constant, in the range of several
seconds, C-V measurements are no longer feasible. The
tunneling time constant, however, is now not limited by the RC
cutoff frequency, and hence it can be investigated by current
measurements of the 2DHG.

Again, the pulse offset is swept in small steps (10 mV),
while the pulse amplitude is now set to 20 mV. The source-
drain voltage is set to 30 mV. The emission and capture
transients for a gate bias of 0.88 V are shown in Fig. 6 for
a temperature of 4.2 K. The time constants of both transients
are in the range of several tens of seconds, well above the time
constant of the RC low-pass. Hence, the transients are directly
related to the emission and capture processes. In Fig. 7 the
amplitudes of the capture transients (see Fig. 6) are plotted
versus the corresponding offset gate bias. Distinct peaks of
the hole states in the QDs similar to the ones in the C-V
measurements of structure A in Fig. 3 can be seen. The range
of the gate bias voltage at which the peaks occur is reduced
compared to that of structure A due to the thicker tunnel barrier,
which alters the lever arm (ratio of gate voltage change to
potential change at the position of the QDs) of the device.

When the temperature is increased above 4.2 K the peaks
become less distinct, and they vanish completely above 70 K.
Nevertheless, capture and emission transients can still be seen
in the time-resolved measurements, as tunneling still takes
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FIG. 6. (Color online) Structure B: source-drain current transients
of emission of holes from the QDs into the 2DHG, and capture of
holes from the 2DHG into the QDs. In this example the emission and
capture are shown for gate voltages corresponding to peak 1 in the
spectrum in Fig. 7, which corresponds to the ground state in the QD
ensemble.

place between the QDs and the 2DHG. The drop in amplitude
at the left in Fig. 7 for curves above 50 K comes from a drastic
decrease in the capture time constants at these temperatures
and gate biases. The capture processes in the upper levels
become too fast for the measurement time window and the
signal vanishes.

V. EMISSION AND CAPTURE TIME CONSTANTS

The emission and capture time constants for gate voltages
corresponding to the peak positions in Fig. 7 are extracted
from the transients by plotting them on a semilog scale and
fitting the data as shown in Fig. 8 for the capture transient of
peak 1 at 4.2 K. The emission and capture time constants for
a set of different temperatures ranging from 4.2 to 130 K are
shown in Fig. 9. From the temperature dependence of the time
constants the dominant emission and capture processes can be
identified.

2

1

3
456 Structure B

FIG. 7. (Color online) Structure B: Capture transient amplitudes
plotted versus the gate bias at different temperatures. Curves have
been smoothed with the Savitzky-Golay algorithm, with a fit window
of 100 mV. As in Fig. 3 the QD features are still visible up to about
70 K.

FIG. 8. (Color online) Structure B: Transient of hole capture into
the QDs at the gate voltage corresponding to peak 1. The transients are
monoexponential and allow an easy fit to extract the time constants.

At low temperatures, the time constants of all peaks are
independent of the temperature but decrease for a lower gate
bias, a clear sign of pure tunneling as the dominant emission
and capture processes. When the temperature is increased the
emission and capture time constants of the peaks at a low
gate bias become smaller. Here, thermally assisted tunneling
becomes the dominant emission and capture process.33,34 The
holes are thermally activated to a higher energy level and
successively tunnel through the barrier. The emission and
capture processes of the peaks at a higher gate bias (e.g.,
peak 1) are still governed by pure tunneling. For temperatures
above 100 K the time constants also begin to drop for peak 1
and hence all emission and capture processes from the ground
state to the higher states in the QDs are based on thermally
assisted tunneling. Above temperatures of 130 K the emission

(a)

(b)

Gate
bias

Gate
bias

FIG. 9. (Color online) Structure B: (a) Emission and (b) capture
time constants at the gate biases referring to the peak positions
versus the temperature. The emission and capture processes become
faster at higher temperatures due to enhanced thermally assisted
tunneling.
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and capture processes become too fast for the time scales used
in our measurements.

The reason for the constant time constants of the emission
and capture processes from/into the ground state (peak 1) up
to a temperature of about 90 K is that temperature effects
become less important for larger tunnel barriers. In contrast,
higher states (peaks 3 to 6) have a smaller tunneling barrier and
hence thermally assisted tunneling becomes more important
for the emission process. Thus the time constants begin to
decrease already at lower temperatures.34 This temperature
effect can also be seen in Fig. 7, where the peaks shift to
higher gate voltages for increasing temperature, that is, the
thermally assisted tunneling shifts the tunneling path slightly
to higher energies and the same density of states is already
measured for a higher gate bias.

VI. LEVEL SPLITTINGS OF MANY-PARTICLE STATES

The energy level splittings of the many-particle hole states
in QDs can be obtained by using an equivalent circuit model
for the device [see inset in Fig. 10(b)]. The device model is
separated in constant geometric capacitances accounting for
the MODFET structure and a potential-dependent quantum
capacitance accounting for the density of states in the QD
ensemble and the GaAs QW, in which the QD layer is
embedded. The geometric capacitance is C1,2 = εrε0A/d1,2,
with the relative dielectric constant εr , the vacuum electric
constant ε0, the active gate area A, and the distance d between
the plates. C1,2 is the geometric capacitance between the gate
and the QD layer and between the QD layer and the 2DHG,
respectively. The quantum capacitance is Cq(E) = CQD +
CQW = e2[DQD(E) + DQW(E)]/A, where e is the elementary
charge, DQD(E) the density of states in the QD ensemble,
DQW(E) the density of states in the QW, and A the active

C1 C2

Cq

FIG. 10. (Color online) Structure A: (a) Density of states of the
quantum region (QD ensemble and QW) per area Dq (E)/A used
in the simulation. (b) Occupation-dependent lever arm λ; the inset
shows the equivalent circuit model. (c) Measured (black curve) and
simulated (red curve) capacitance. Peak positions were manually
adapted to fit the measured curve.

gate area. The total capacitance of the device dependent on the
potential energy E in the quantum region is then35

Ctot(E) = 1
1
C1

+ 1
C2+Cq (E)

. (1)

The density of states in the QD ensemble is assumed to consist
of six Gaussians accounting for the many-particle hole states.
The increase in the capacitance at gate voltages below −0.2 V
is well described by the slope of a Gaussian, which accounts
for the density of states of the GaAs QW.

Equation (1) cannot be solved analytically without knowing
the lever arm λ, which again depends on the total capacitance
Ctot. The total capacitance can be expressed in terms of the
lever arm λ, the charge Q, and the applied voltage U from
Eq. (1) as

Ctot(E) = dQ

dU
= 1

dU
dQ1

+ 1
dQ2
dU

+ e2
λ

(DQD+DQW)

, (2)

with the lever arm λ = e
dE/dU

= 1/Ctot

1/(C2+Cq ) . Ctot can now be
obtained numerically by starting with a lever arm λ for empty
QDs (Cq = 0). The bias voltage U will be stepwise increased
by �U and the Fermi level will be calculated for U + �U

using the value of the last-known lever arm. The new Fermi
level will be used to obtain the density of states DQD + DQW

at EF . The values obtained will be used to calculate the
next total capacitance and lever arm, respectively. The peak
positions in the QD density of states are then adjusted
manually to fit the capacitance curve shown in Fig. 3. The
full width at half maximum of the hole density of states is set
manually to 9.2 meV, which is caused by the inhomogeneous
broadening of the QD ensemble due to different values in
size, composition, and shape of the QDs.

The density of states in the quantum region (QD ensemble
and QW) per area Dq (E)/A thus derived is shown in Fig. 10(a).
The measured and calculated C-V curves are shown in
Fig. 10(c), and the resulting lever arm in Fig. 10(b). The lever
arm changes its value due to the charges which are added
in the QDs when changing the gate bias. Before the 2DHG
Fermi level passes the first state in the QDs, the lever arm
is about 11, while after the last peak has passed, the lever
arm has increased to a value of about 16. From Fig. 10(a)
the energy level splittings of the many-particle hole states
have been derived and are listed in Table I for structure A as
well as for structure B. The main uncertainty of the values
comes from the density of states assumed for the GaAs QW,
in which the QD layer is embedded. As the effect of DQW is
stronger on the higher peaks (especially peaks 5 and 6), the
uncertainty increases for the higher peaks. Calculations of the
many-particle hole state energies in an InAs/GaAs QD model
structure, using the Hartree-Fock approximation on top of the
8-band k · p theory,36,37 reveal an excellent agreement of the
many-particle level splittings with the experimental data (see
Table I). The QD model structure used is a truncated pyramid
of 20-nm base length and 3-nm height, with an average In
composition of 90%.

At a temperature of 4.2 K, the temperature effect due to
Maxwell-Boltzmann broadening of the Fermi function can be
neglected. When increasing the temperature the broadening
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TABLE I. Energy level splittings of the many-particle hole states
of structure A and structure B obtained using the equivalent circuit
model with a quantum capacitance for the quantum region (QD
ensemble and GaAs QW) at 4.2 K and values from the 8-band k · p
theory.

Level splitting (meV)
Holes
(peak no.) Structure A Structure B 8-band k · p theory

1–2 19 (1) 21 (1) 20.6
2–3 29 (1) 31 (1) 29.8
3–4 13 (1) 14 (1) 15.2
4–5 12 (2) 13 (2) 15.3
5–6 11 (2) 12 (2) 17.7

has to be included in the calculations. Assuming just one
single sub-band in the 2DHG, the density of states is constant.
We account for the broadening of the Fermi function by
multiplying the density of states of the quantum region (QD
ensemble and QW) Dq(E) by the Fermi function f (E,EF ,T )
at the respective temperature T and gate voltage (which gives
us EF ), then integrating the result from energies below the
first QD level up to where the Fermi function has decayed
sufficiently (i.e., from 0 to ∞), which gives us the total number
of holes ptot that can participate in the tunneling processes:

ptot(EF ,T ) =
∫ ∞

0
f (E,EF ,T )Dq(E) dE. (3)

Next we take the derivative of ptot for each energy to obtain a
thermally broadened density of states in the quantum region:

Dq,T >4K (E,T ) = dptot(EF ,T )

dEF

∣∣∣∣
EF =E

. (4)

With this thermally broadened density of states, the quantum
capacitance and the total capacitance of the device are
calculated as done before using Eqs. (1) and (2). The results
are depicted in Fig. 11. Smearing-out of the individual peaks

FIG. 11. (Color online) Influence of thermal broadening of the
Fermi function at the position of the 2DHG on the simulated C-V
curves of structure A. The smearing-out of the peaks compares
qualitatively well with the measured curves (see Fig. 3).

can be seen. Similar to the measurements, the peak structure
has vanished almost completely at a temperature of 100 K.

VII. DISCUSSION

C-V measurements and 2DHG current measurements have
shown that a 2DHG is an excellent detector for many-particle
hole states in QDs. The emission and capture processes for
each individual hole state can be studied with single charge
resolution. Furthermore, we are able to detect and discriminate
the first two states in the QDs up to nitrogen temperature.
Above that temperature no more peaks are resolved. The Fermi
function is broadened at higher temperatures, leading to an
energetic broadening of the 2DHG back contact as higher
states show a higher occupation probability, thus distributing
the fixed charge in the 2DHG across a wider span of energy
levels, decreasing the energetic resolution.

Inhomogeneous broadening for a hole level due to fluc-
tuations in the QD ensemble regarding size, shape, and
composition could be determined, in the C-V simulation, to be
as small as 9.2 meV.

When analyzing the potential of a 2DHG as a detector,
we have to distinguish between two possibilities. First,
the presence of holes in the QDs is detected. The spatial
confinement of the holes within the GaAs QW (2DHG) in the
vicinity of the QD layer improves the sensitivity, in contrast to
an ordinary three-dimensional back contact, where the position
of the contact varies with the applied gate voltage due to a
change in the width of the depletion region. Second, different
hole states in the QDs can be distinguished. This is enabled by
the confinement of the holes and the resulting constant density
of states in the 2DHG and the sharp Fermi level. While charge
detection is still possible at room temperature (i.e., in ordinary
Flash memories), the capability to discriminate the states is
vanishing due to the broadening of the Fermi function.

VIII. CONCLUSION

We have demonstrated detection of many-particle hole
states in InAs QDs with single charge resolution at temper-
atures up to 75 K. Distinct peaks in the C-V curves have
been confirmed by time-resolved current measurements of
an adjacent 2DHG. The peak structure vanishes above a
temperature of 75 K, since the Maxwell-Boltzmann tail of the
Fermi function in the 2DHG leads to an increased population
of higher energy states. In 2DHG current measurements the
time constants for the emission and capture processes could be
extracted from the transients (ranging from about 10 s at 4 K
to below 0.1 s above 100 K) and show the transition from
pure tunnel emission/capture to phonon-assisted tunneling.
An equivalent circuit model gave access to the energy level
splittings of the many-particle hole states. The extracted values
are in excellent agreement with 8-band k · p simulations.
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