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The tunneling dynamics between self-assembled quantum dots
(QDs) and a charge reservoir can be measured in an all-electrical
or optical detection scheme. In all-electrical transconduc-
tance spectroscopy, a two-dimensional electron gas is used
to probe the evolution of the many-particle states inside an
ensemble of QDs from non-equilibrium to equilibrium. The
optical detection scheme measures the tunneling dynamic
into a single self-assembled dot. The work done and results
obtained using these different measurement techniques are
reviewed and compared within this article. We will show that
transconductance spectroscopy is sensitive to a time-dependent
density of states and enables preparation of non-equilibrium
charge and spin states for future applications in quantum
information processing. The optical resonance fluorescence
measurements on the electron dynamics demonstrates the in-

1 Introduction Quantum dots (QDs) are nanoscale
objects with a confinement in all three spatial directions.
They behave with their zero-dimensional density of states
like “artificial atoms” and are perfectly suited for funda-
mental studies on atom-like quantum states [1-3] in a solid-
state environment. In contrast to “real atoms,” the solid-state
matrix enables electrical contacting; a situation that makes
QDs highly interesting for future device applications, like
QD-lasers [4-6], amplifiers [7-9], photodetectors [10, 11],
or memories [12-14]. More visionary applications want to
use QDs as building blocks in quantum information pro-
cessing [15-17]. From an application point of view again,
an electrical control and detection of quantum states is here
the easiest and, therefore, most desired operation for future
devices — for instance an electrical read-out of an individual
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fluence of the exciton states on the charge-carrier dynamics
and enables a systematic study of the Auger recombination in
self-assembled dots.
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electron spin via spin-to-charge conversion in lithographi-
cally defined dots [18, 19]. These QDs are fabricated in a
top-down approach, where local oxidation or definition of
electrical gates on top of a two-dimensional electron gas pro-
duces the dot.

Another way to fabricate a three-dimensional confine-
mentis self-assembly [20-22], for instance, by crystal growth
of indium arsenide (InAs) on top of a gallium arsenide (GaAs)
substrate, forming small islands with typical dimensions of
a lateral size of 15-30 nm and a height of 3-8 nm. They ex-
hibit a strong confinement for higher operation temperatures
above T = 4K and can be addressed by both, optical (due
to their large optical dipol moment) and electrical methods.
These self-assembled QDs [23,24], like an atom, show en-
ergy quantization, direct and indirect (exchange) Coulomb
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Figure 1 A schematic representation of the band structure and the
energy-level scheme of a self-assembled InAs/GaAs quantum dot.
In a simple picture, the dot can be described as a two-dimensional
harmonic oscillator for the electron and hole states, where the s-
shell is two-fold, the p-shell is four-fold, and the d-shell is six-fold
degenerated.

interaction as well as angular momentum and spin-dependent
optical [25-32], and electrical properties [33-36]. More-
over, recent discoveries of nuclear spin manipulation [37, 38]
and decoupling from these nuclear spins [39] make self-
assembled dots highly attractive for quantum applications
where long spin coherence is needed.

Schematically depicted is the band structure of such a
zero-dimensional, self-assembled quantum dot in Fig. 1. De-
pending on the semiconductor material used for the dot and
the matrix, the QD has confined states for the electrons and
holes in the conduction and valence band, respectively. The
dotin Fig. 1 is a so-called type-I band alignment (as for InAs
in a GaAs matrix), where confined electron and hole states
are present in the conduction and valence band, respectively.
Epitaxially grown QDs with their small height in comparison
to the lateral size can be —in a very simple model — treated as
two-dimensional harmonic oscillators [40]. Such a 2D har-
monic oscillator has shells that are energetically separated
by the quantization energy (of the order of tens of meV).
These shells are called (like in atomic physics) s-, p-, and
d-shell, depending on the quantum number [ of the orbital
angular momentum. The s-shell has a value of / = 0 for this
quantum number and is two-fold spin degenerate, while the
p-shell has two values for the quantum number/ = —1, 1 and
the d-shell has I = —2, 0, 2, see Fig. 1.

In capacitance—voltage [34,41] or transport spec-
troscopy [42—45], the electron or hole states are measured
independently with their Coulomb and exchange interaction.
The electron-hole interaction is absent in such electrical mea-
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surements (for an exception, see Labud et al. [36]), where the
QD has to be coupled to a charge reservoir. This reservoir
provides the charge carriers, and can be used for electrical
contacting and for the read-out in transconductance spec-
troscopy. The electron-hole interaction and recombination is
in addition present in optical experiments on self-assembled
quantum dots. Single photons can be absorbed and emitted
in different experimental schemes, like photoluminescence
[46,47], p-photoluminescence [48-51], differential trans-
mission [52-54], and resonance fluorescence [55-58].

This article will review transconductance transport spec-
troscopy on ensembles of InAs/GaAs QDs as well as the
electron dynamics into single dots studied by an optical de-
tection that uses resonance fluorescence (RF). In transcon-
ductance spectroscopy, the many-particle ground and excited
(spin) states can be prepared and detected in an all-electrical
measurement scheme. In addition, the tunneling dynamics
into these states are measured directly on time scales rang-
ing from microseconds up to seconds, depending on the de-
vice geometry. The method is scalable to a single-dot level,
however, this goal has not been achieved yet. Optical detec-
tion of single-electron tunneling into a single self-assembled
quantum dot is reviewed in the second part of this article.
With this method, the influence of the optical excitation on
the tunneling dynamics and the Auger recombination can be
studied in detail.

2 Electrical transconductance spectroscopy In
the following section, we will review the progress in electri-
cal transconductance spectroscopy on an ensemble of self-
assembled InAs/GaAs quantum dots. A two-dimensional
electron gas (2DEG) is, on the one hand, used as a charge
reservoir to inject electrons precisely into different dot states.
On the other hand, the 2DEG is a very sensitive detector for
time-resolved measurements of the electron tunneling, the
density of states, and charge state of the dots. For compari-
son, this measurement technique has many similarities with
the read-out process in a flash memory [14, 59].

2.1 Experimental setup and method The experi-
mental method of time-resolved conductance spectroscopy
relies on the Coulomb interaction between the confined
electrons in the dots and the two-dimensional electron gas
[42,43]. As mentioned, the 2DEG is the charge reservoir and
a sensitive detector to detect the tunneling dynamics into and
out of the many-particle charge and spin states [60]. Charge
carriers (electrons or holes) confined within the dot lead to
a reduction of the charge-carrier density in the 2DEG [44].
Simplified, every electron in the dot depletes one electron in
the 2DEG. The conductivity in the electron gas is reduced
and this reduction can be measured time-resolved with a time
resolution that is mainly limited by the experimental setup
(parasitic RC constant) and the tunneling time of the charge
carrier through the tunneling barrier [61, 62]. The influence
of the charged dots as Coulomb scatters can be neglected [63].

The samples discussed here were grown by molecular
beam epitaxy (MBE) and processed into a “high electron
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Figure 2 Schematic representation of the transconductance spectroscopy measurement principle. The InAs quantum dots are embedded
in a GaAs matrix and separated by a tunneling barrier from the two-dimensional electron gas. Together with souce, drain, and gate
contacts, this structure forms a “high mobility electron transistor.” (a) Schematics of the conduction band profile with 2DEG and the layer
of self-assembled quantum dots. The tunneling barrier is adjustable to control the average tunneling time of the electrons into the dot
states. (b) After applying an electrical pulse to the gate AV,, the electrical currrent Ay(#) is measured time-resolved. The fast increase
in the current at t = 0 originates from charging the two-dimensional electron gas with additional electrons, while the slower decrease for

t > 0 is due to electron tunneling into the dot states.

mobility transistor” (HEMT) structure having a source, drain
and gate contact; as schematically depicted on the right-
hand side of Fig. 2a. The QDs are separated from the two-
dimensional electron gas by a thick tunneling barrier (10 nm
Aly3,Gag ¢6As and 20 nm GaAs) that results in charge-carrier
tunneling times of the order of milliseconds for large QDs.
The QDs have a resonance energy of an electron—hole tran-
sition in the s-shell of about 1 eV, which equals a wavelength
of 1240nm. The left-hand side shows a schematic picture
of the conduction band, where an applied gate voltage can
tune the energy of the quantum dot states with respect to the
Fermi level in the 2DEG, that is, by a defined gate voltage V,
the dots can be charged or discharge with electrons from the
reservoir. The current through the two-dimensional electron
gas is measured simultaneously while pulses are applied to
the gate with an amplitude of AV,. The change in the cur-
rent of the 2DEG A I, can be measured time-resolved and is
directly related to the tunneling events.

2.2 Many-particle quantum dot ground states
The electrical transconductance spectroscopy can be used to
prepare and measure the many-particle ground and excited
states in an ensemble of QDs. The spectrum of the ground
states with their many-particle Coulomb interaction will be
discussed in this section, while the excited states are reviewed
afterwards in Section 2.3.

Figure 2b shows the time-resolved current through the
2DEQG after the gate voltage is abruptly changed, so that the
Fermi level in the 2DEG is energetically above the states
of the p-shell in the dots. The fast increase in the current
at t = 0 results from charging the electron gas and increas-
ing the conductivity with a time constant that is limited by
the RC constant. After this short time span, the QD states
are now in a non-equilibrium situation with the electrons in
the 2DEG. As a consequence, tunneling from the 2DEG to
the dot states takes place and the current decreases again on
a time scale of the average electron tunneling time. This can
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be observed as transient A I with a time constant in the order
of milliseconds in Fig. 2b.

Measuring such transients for different gate voltages and
fixed pulse amplitude makes it possible to evaluate the many-
particle ground states in equilibrium, shown in Fig. 3b. The
pulse amplitude is fixed in this example to AV = 40mV. The
gate voltage V, is scanned from V, = —1V (empty QDs)
up to 0.5V (completely filled QDs). The y-axis shows the
transient amplitude A I for a situation where the QD-2DEG
system has reached equilibrium (the difference in current for
t =0 and 20ms). This transport measurement acts like a
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Figure 3 (a) Capacitance-voltage (C-V) spectrum of an InAs
quantum dot sample with an average tunneling time of ~ 1 ms
between the 2DEG and the QD-layer. (b) The amplitude of
the change in current in equilibrium Ay versus the applied
gate voltage. Six individual peaks are visible that are caused by
electron tunneling from the many-particle ground states into the
two-dimensional electron gas.
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“time-resolved capacitance spectroscopy,” that is, the ampli-
tude of the transient corresponds to the absolute value of the
current and the time constant is related to the phase shift be-
tween the applied voltage and current in an ac capacitance
measurement [33]. A comparison with a capacitance—voltage
measurement in Fig. 3a shows these similarities, however,
the transport spectroscopy in Fig. 3b exhibits a much higher
spectral resolution.

Six individual peaks are visible in Fig. 3b. These are the
quantum states of the two-dimensional harmonic oscillator
up to the four-fold degenerated p-shell. The d-shell is not
visible. However, the degeneracy is lifted due to the
Coulomb-interaction between the electrons [33, 64].

2.3 Many-particle excited quantum dot states
Changing slightly the pulse sequence enables us to ob-
serve excited states and the relaxation dynamics from
a non-equilibrium to an equilibrium situation, described
in the following. An initial gate voltage Vi; controls
the initial charge state. A negative gate voltage of
Vi = —1.0V initially depletes the QDs completely so that
all QD states are empty in the equilibrium situation at the
beginning of the experiment.

What follows after the initial bias V,; is again an abrupt
change of the gate voltage to the probe bias V,. This cre-
ates again a non-equilibrium situation between the chemi-
cal potential in the dots and the chemical potential in the
2DEG. When the chemical potential in the 2DEG is in res-
onance with an excited QD state, electrons can tunnel into
the dots and the corresponding source—drain current Iy will
decrease simultaneously as described before. Keeping the
initialization bias V,; constant and scanning the probe bias
V, over the entire range from empty dots to fully charged dots
yields transients of the conductance source—drain current I,
analogously to the transients shown in Fig. 3b. Please note
the difference between the near-equilibrium measurement in
Section 2.2 and the non-equilibrium measurement described
here: In the near-equilibrium transport measurement, the ini-
tial gate voltage is changed during the measurement, while
the pulse amplitude is fixed. In the non-equilibrium measure-
ment; the initial gate voltage is fixed, while the final gate volt-
age (V, in Fig. 4) and, hence, the pulse amplitude, is changed
during the measurement. Moreover, in the near-equilibrium
measurement, the absolute amplitude of the transient is taken
as the signal, while in the non-equilibrium spectrum the first
derivative of the amplitude is evaluated.

Taking the first derivative of the source—drain current
amplitude I, with respect to V, for a certain time ¢ results
in a spectrum, which is proportional to a time-dependent
density of states [65]. Figure 4 shows a three-dimensional
plot of the density of states for a transient time ¢ between
t = 0.5 ms and 14 ms. We begin with the explanation for the
longest time constant of 14 ms. The average tunneling time
between the 2DEG and the s- and p-states is in the order of
7, = 6 ms and 7, = 1 ms, respectively [42]. Setting the probe
bias in resonance with a QD state and waiting 14 ms will
charge the QD states to an equilibrium situation between the

© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

08 06 04 02 0 02

Gate voltage Vg (V)

Figure 4 Time evolution of the first derivative of the source—drain
current (proportional to the density of states) versus gate voltage
0AIy/0V,. For t =0.5ms the density of states depicts a non-
equilibrium QD-hydrogen spectrum with one electron in the s-shell
(at V, = —0.7V), one electron in the p-shell (at V, = —0.3 V) and
one in the d-shell (at V, = 0.2 V). In a time duration of about 14 ms,
the system QD-2DEG relaxes into equilibrium and the spectrum
equals the equilibrium transport spectrum in Fig. 3b.

chemical potential in the 2DEG and the QDs. The s-states can
also be filled via the p-states, as the electron relaxation time
between theses states is in the range of picoseconds [66, 67].
Therefore, it is an almost steady-state measurement of the
quantum capacitance that shows the well-known signature
of the s, and p,_, states as in Fig. 3b.

The fastest time window that can be evaluated by
the above-discussed method is 0.5 ms. The setup is limited
here to a time resolution just below 0.3 ms due to the RC
time constant of the used device. The short response time,
compared to the tunneling times makes it possible to ensure
measuring the ground and also the excited charge states of
an ensemble of completely empty QDs in a non-equilibrium
situation. The presented all-electrical experiment shows the
excited states of an artificial QD-hydrogen at short time de-
lays in Fig. 4, hence, also the pure quantization energy E,
in a self-assembled QD without any Coulomb interaction
(schematically depicted as states with one electron in the s-,
p-, and d-shell, respectively). In near-equilibrium measure-
ments (like C-V spectroscopy), the electron—electron inter-
action (i.e., Coulomb repulsion and exchange energy) always
needs to be taken into account [40]. Using the lever arm argu-
ment (AE = A~ 'eAV, [33,68] with the lever arm A = 6.03
and the elementary charge ¢), we can determine the quanti-
zation energy E, between the ground state (s-shell) and the
first excited state (p-shell) to be ~50meV. Even the second
excited d-orbital can be monitored in the charging spectrum.
However, the broad shoulder between 0 and 0.2 V indicates
that at high gate voltages even after a very short time delay
of 0.5 ms the QDs are already at least partially charged; due
to tunneling into excited states and a subsequent relaxation.

www.pss-b.com
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Excited many-particle spin states of QD-helium and QD-
lithium can also be observed by setting the initial gate voltage
to different values. This is not shown here, see Marquardt et
al. [60] for further information. Excited states can be pre-
pared in an all-electrical measurement scheme using electri-
cal transconductance spectroscopy, however, at the moment
the measurement is limited to an ensemble of QDs, as the
device processing has not achieved single-dot resolution yet.

3 Electron dynamics in an optical detection
scheme In the following section, we will review the
progress in an optical detection scheme, where the tunneling
events of single electrons into a single self-assembled QD
can be monitored [69-71]. The sample was also grown
by molecular beam epitaxy (MBE) and processed into a
Schottky-diode structure with a transparent 5 nm NiCr gate
[3]. The QDs are separated from a highly n-doped back
contact by a tunneling barrier (10nm Alj3,GayeAs and
20nm GaAs) that results in electron-tunneling times of the
order of s for smaller QDs. The QDs have a resonance
energy of an electron—hole transition in the s-shell of about
1.3eV, which equals a wavelength of 954 nm. The back
contact is used as a charge reservoir to prepare the QD
with single-charge resolution [72,73] the optical detection
scheme is used to detect the QD charging state and to
determine the tunneling rates. The transparent gate is
used for the optical access to the quantum dot, while an
applied voltage between the gate and back contact controls
the charge state, the tunneling process, and the excitonic
transition energies via the quantum confined Stark effect.

3.1 Resonance fluorescence The optical detection
is carried out via the resonance fluorescence (RF) [74,75]
on a single self-assembled InAs quantum dot [55-57]. In
the resonance fluorescence measurement, the QD is excited
resonantly with a tunable laser directly on the excitonic tran-
sition, that is, the laser energy equals the transition energy, as
schematically depicted in Fig. 5a. The sample is mounted in
a bath cryostat at liquid helium temperature with an optical
inset. The optical part of the setup is depicted in Fig. 5b. The
exciton (X) or trion (X ™) transition are excited resonantly by
a linearly polarized and frequency stabilized laser with a tun-
able wavelength between 910 and 980 nm. Ten percent of the
laser light is guided to the sample by a 90:10 beam splitter.
The laser beam is focused with an objective lens having an
NA of 0.68. This results in an average diameter of the laser
spot of about 1 um and single-dot resolution is achieved. The
emission of the QD is collected behind a polarizer, which is
polarized orthogonally to the excitation laser and suppresses
the laser light by a factor of 107. This suppression is the
main experimental challenge to detect single QD photons on
a strong laser background. The QD resonance fluorescence
is detected by an avalanche photodiode (APD) having a time
resolution of about 200 ps. A solid immersion lens (SIL) is
mounted on top of the sample that improves the collection
efficiency by a factor of four.
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Figure 5 (a) Schematic picture of the excitation of the exciton tran-
sition in resonance fluorescence. The laser light drives the transition
resonantly. (b) The optical part of the experimental set-up. The laser
light is guided through a single-mode fiber, a linear polarizer, and
a 90/10 beam splitter onto the sample. An objective lens with an
NA of 0.68 and a solid immersion lens (SIL) onto the sample. The
resonantly scattered light passes the same beam splitter again and
is fed into the detection fiber after a second linear polarizer that is
cross-polarized to the first one. The cross-polarization of the two
polarizers suppresses the laser background in the detection arm by
a factor of 107.

The excitonic transition in a QD can be viewed as a two-
level system with the empty dot as the ground state and the
bound electron—hole pair as the excited state. The interaction
between a two-level system and a resonant electromagnetic
wave can be calculated and the occupation probability for the
upper state in a two-level system is given by [55, 76]:

1 2°T,/ T,
n=— R
2 AP+ 1/T} + 22T/ T,

ey

where T is the spontaneous emission time, 75 is the dephas-
ing time, §2 is the Rabi frequency, and Aw is the detuning
between the frequency of the QD and the laser. As the num-
ber of photons emitted from the QD is proportional to the
occupation in the upper level n, this equation describes the
resonance fluorescence signal, which depends via the Rabi
frequency £2* o« P also on the laser power P. This relation
is needed later in this review. The laser power dependence of
the RF intensity of the trion transition is shown in Fig. 6d.
The RF intensity can be calculated by I = Iyn at a constant
detuning Aw = 0 and is fitted to the measurements. A satu-
ration of the RF intensity is observed for high laser excitation
power. In saturation, the average occupation is n = 0.5 (the
QD is occupied with an exciton half of the time) and the
exciton recombination rate equals the absorption rate.

The RF signals of an exciton and trion are shown in
Fig. 6a in a 2D-scan for different laser frequencies and gate
voltages. The applied gate voltage induces the quantum-
confined Stark effect [77] that shifts the resonance frequen-
cies of the dot. The exciton transition is observed for gate
voltages between —0.2 and 0.26 V, while at a gate voltage of
0.26 'V, an electron tunnels into the QD, the exciton transition
is quenched, and the trion is observed at lower energies (due

© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Figure 6 Resonance fluorescence (RF) of a single self-assembled InAs quantum dot. (a) Two-dimensional RF scan of the exciton and
the trion transition for different laser energies and gate voltages. The exciton transition is visible in the gate voltage range between
V,=-0.2Vand 0.26 V. At V, = 0.26 V an electron tunnels into the dot from the reservoir and the trion transition can be observed at
lower energies. (b) A line-cut at a constant laser energy of 1.30874 eV for the exciton transition with its two fine-structure split bright
exciton lines. (c) Another line-cut for the trion transition at a laser energy of 1.3041 eV. (d) RF intensity of the trion transition for different

laser excitation powers.

to the Coulomb interaction). The RF signals of the exciton
and trion transition are shown in Fig. 6b and c independently
for a fixed laser frequency. In Fig. 6b, the exciton transi-
tion is observed with the two bright states, separated by the
fine-structure splitting [78, 79], whereas in Fig. 6¢ the trion
transition exhibits only one pronounced maximum.

3.2 Time-resolved observation of single elec-
tron tunneling into a single dot The resonance
fluorescence can be used to determine the electron-tunneling
rate in an n-shot time-resolved measurement [70]. The
measurement principle works as follows: A voltage
pulse is applied to the top-gate contact to charge and
discharge the QD with one additional electron while
simultaneously the fluorescence of the same dot is measured
with a time resolution of 10ns. The resonant excitation of
the exciton transition is switched off if an electron tunnels
into the dot; analogously the trion transition is switched off,
when the electron tunnels out again. Every QD transition
can be used for the optical detection of electron-tunneling
events as the many-particle interaction in the quantum dot
shifts the transitions out of resonance with the laser.

In more detail, the electrical pulse consists of two volt-
age settings V, and V, (V, < V,). For instance, the first gate
voltage V; is chosen so that the QD is uncharged and the ex-
citon transition is out of resonance with the laser frequency.
Hence, no RF signal is observed. This voltage is constant
during the entire measurement. The second pulse voltage V,
shifts the QD levels via the quantum-confined Stark effect so
that the excitonic transition becomes in resonance with the
laser energy: Just after the pulse an RF signal is observed,
however, the QD is now in a non-equilibrium situation with
the charge reservoir in the back contact. The Fermi level in
the contact is energetically higher than the lowest level in the
s-shell and tunneling into the dot occurs. This tunneling is
observed by averaging over many voltage pulse cycles (an
“n-shot measurement”) and an exponential decay in the RF

© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

signal is observed, see Fig. 7. The additional electron stored
in the dot shifts the optical transition out of resonance with
the laser: The RF signal vanishes.

An example of such a pulsed optical resonance fluores-
ence measurement is shown in Fig. 7 for three different volt-
ages V,.For V, = 0.255 V, the RF signal is nearly constant. A
comparison with the static RF measurement in Fig. 7a shows
that the exciton transition X can be excited and no tunneling
into the QD is possible (as schematically depicted in Fig. 7d,
left) and the RF signal of the exciton transition is nearly con-
stant. The small decrease in the RF intensity has its origin in
tunneling of electrons into the exciton state, which will be
discussed in more detail in Section 3.3.

At a gate voltage of V, = 0.267 V, an exponential decay
of the RF signal of the X is observed that saturates at a factor
of about 40% of the maximum normalized RF amplitude.
In an n-shot measurement, this steady-state value of the
amplitude describes the probability (here 60%) for finding
the electron inside the dot after the Fermi levels in the dot
and the reservoir have equilibrated. At V, =0.275V, the
exciton transition quenches completely. Here, an electron
tunnels with a probability of 100% into the s-shell of the
dot, see also schematic picture in Fig. 7d, right.

Taking the equilibrium amplitude of the transients in
Fig. 7a at t = 40 ms for the different gate biases yields the
Fermi distribution in the back contact (see Fig. 7c¢) with a
temperature of 4.2 K, in perfect agreement with the expected
value for liquid helium.

3.3 Electron tunneling into the exciton state A
main difference from the electrical measurements in Section
2 is the optical generation of electron—hole pairs (excitons)
inside the dot. The following consequences are induced by
the exciton in the dot: (i) The electron from the reservoir
can also tunnel into a dot containing an additional excition.
As a result, the tunneling rate will be influenced by the
exciton and can, hence, (ii) also be tuned by the optical
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Figure7 (a) A zoom-in to the resonance fluorescence scan of
Fig. 6a with red dots marking the gate voltages that are used in
the time-resolved measurements. (b) Time-resolved RF of the exci-
ton transition during an applied gate voltage pulse. The tunneling of
an electron into the QD is observed as a quenching of the intensity
in an n-shot measurement. (c) Equilibrium amplitude of the time-
resolved measurements for different gate voltages that resembles
the Fermi-distribution of the back contact. (d) Schematic pictures
of the electron tunneling between the charge reservoirs.

excitation [71]. In this subsection, we will focus on the first is-
sue (i) in more detail by taking a closer look into the different
energies that have to be taken into account to understand the
tunneling dynamics. The possibility to tune the tunneling rate
(the second issue (ii)) will be discussed in Section 3.4 later.

The gate voltages where tunneling into the different ex-
citonic states is possible can be calculated using a simple
model that is described in Seidl et al. [73, 80]. The energies
of the different charge states are given by the Coulomb in-
teraction and the electrostatic potential. These energies can
be calculated by using the recombination energy of the ex-
citon and trion and the gate voltage for electron tunneling
of the first and second electron into the dot. The blue curve
in Fig. 8 shows the energies and transition voltages from an
empty QD with energy E(0) to a doubly negatively charged
system E(2e). At a gate voltage of V, = 0.265V, one elec-
tron can tunnel into the empty QD (see Fig. 6a), visible as
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Figure 8 Energies of the different many-particle states inside the
QD versus gate voltage. The calculation shows that tunneling into
the excitonic state becomes energetically allowed 0.25 mV below
the gate voltage for electron tunneling into an empty dot.

intersection between the energy of the empty and the singly
charged dot. With this intersection the confinement poten-
tial of the dot (E: = 172 meV) is determined. The intersec-
tion between the energy of the singly and doubly charged
QD gives the Coulomb interaction between the electrons of
E.. =28 meV.

Furthermore, the electron—hole Coulomb interaction can
be calculated to £ = 33meV and the bandgap is given
by E, = 1342meV. With this values the energies of the
different excitonic states are calculated and plotted versus
the gate voltage in Fig. 8. The intersection between the en-
ergy of the exciton and the trion indicates the gate voltages,
where tunneling into the excitonic state is possible. This gate
voltage is 25 mV smaller than the gate voltage for tunnel-
ing into the empty dot. The smaller gate voltage explains the
small decrease in the amplitude of the RF signal in Fig. 7b at
Vs = 0.255 V. The electron can tunnel already into the exci-
ton state where no tunneling into the empty dot is possible.

3.4 Optical tuning of the tunneling rate After
calculating the different energies and gate voltages for the
electron-tunneling events in the previous subsection, we want
to concentrate now on the expected tunneling rate with and
without the presence of an additional exciton. The time-
resolved RF transients can be calculated by solving a mas-
ter equation approach [81,82]. This is a common method
to model a system with discrete states and to describe the
time-dependent occupation probabilities.

In our calculation, we distinguish between a fluorescent
and a non-fluorescent state. The fluorescent state includes
two sub-states: the empty QD (0) and the QD filled with
one exciton (X). The non-fluorescent state includes also two
substates: A dot that is occupied with one electron (e) and
the negatively charged trion (X™). If the QD is in resonance
with the laser, it is possible to excite an exciton X with
the absorption rate y,,,. The exciton X can recombine with
the recombination rate y,.. and the probability for finding
an exciton in the dot is given by: n = Yups/(Vabs + Viee)- Fur-
thermore, an electron tunnels into the empty dot with the
tunneling rate y;, and out of the dot with the tunneling rate

© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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You- Tunneling into the excitonic state takes place with the
tunneling rate y;X. The overall relaxation rate into equilibrium

VY = You + (1 = m)yu +nyp, 2
is obtained [71], which is directly measured in the transients
in Fig. 7. The results show the influence of the occupation
probability with an exciton n on the relaxation rate y,,, which
is further described in the following.

The in- and out-tunneling rates y;, and yo, can be ex-
pressed with Fermi’s golden rule [83, 84]:

Yin = 2If(E), 3)

You = 1I'(1 — f(E)), “
where I is the intrinsic tunneling rate and f(E) the Fermi
function. ;X is constant with yX = 1 - I7¥ and does not de-
pend on the gate voltage as the Fermi distribution equals
unity.

The factor of two in y;, originates from the spin degen-
eracy of the QD states. Two spin directions are possible for
tunneling of one electron into the s-shell of an empty dot
(Fig. 9a), that is, dy, = 2. If the dot is occupied by one elec-
tron, the degeneracy for tunneling out is do, = 1 (Fig. 9c).
For tunneling into the exciton state in Fig. 9b, the degener-
acy would be also dj, = 1, if the exciton were a stable ground
state. However, it is an excited state that decays within the
radiative lifetime and the average occupation of the exciton
state depends on the excitation laser power: At low power,
the dot is empty most of the time, at high power, the aver-
age exciton occupation saturates at one half. In saturation,
the QD is half of the time occupied with an exciton and the
degeneracy for tunneling into the dot is reduced from d;, = 2
to dj, = 1.5. The tunneling is optically blocked at high laser
excitation power by tuning the degeneracy.

Figure 9 Schematic picture for the different spin degeneracies. For
tunneling into an empty dot, the degeneracy is (a) di, = 2, into the
excitonic state (b) d, = 1, and out of the singly charged QD (c)
dow = 1. It shows that an optical blocking for electron tunneling
into the QD is achieved when the QD is occupied by an additional
exciton.
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Figure 10 Relaxation rate y,, into equilibrium for different laser
excitation power. The overall relaxation rate y,, is reduced (blue
line) with increasing laser power, due to the optical blocking effect.
The black line shows the exciton RF signal for increasing laser
power.

The optical blocking can be observed in the time-
resolved RF measurement as a decrease of the relaxation
rate y, for increasing laser power (blue data points in
Fig. 10). The laser power changes the average occupation
with an exciton from n =0 to n = 0.5, which can be
observed by an increase of the RF signal, black line in
Fig. 10. The optical blocking can be used to change and
control the tunneling rates into a self-assembled QD by
optical means on an extremely fast time scale that is in
principal only limited by the Rabi frequency.

3.5 Optical excitation on the trion transition
Up to now, the optical detection was realized by resonant
excitation of the exciton transition. As a consequence, the ex-
citon line was switched off after tunneling of an electron into
the dot. However, this optical detection scheme also works
for all other excitonic transitions. As an example, results on
the trion transition will be shown in this subsection.

For a time-resolved measurement of the trion state the
QD is first charged with one electron. Then, the electron tun-
neling back into the charge reservoir can be observed as a
decreasing RF intensity.! Figure 11 shows as an example,
the transients for different gate voltages. For V, = 0.252'V,
the RF intensity of the trion decreases to zero at = 40 ms
as the QD is always uncharged in equilibrium and the trion
transition is out of resonance with the laser. For increas-
ing gate voltage, an increasing equilibrium amplitude of the
RF intensity is observed, similar to the measurement before,
where the Fermi distribution in the back contact directly de-
termined the value of this amplitude.

An interesting observation can be made at a gate voltage
of V, = 0.276 V. The Fermi distribution equals unity in the
back contact (see Fig. 11b, right) and the transient in Fig. 11a
should be constant and exhibits no decrease in the RF inten-
sity; in contrast to the observations made in Fig. 11a. This

I'The laser power is decreased here to a situation were the average occu-
pation of the dot with an exciton can be neglected.
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Figure 11 (a) Time-resolved RF measurement of electron tunnel-
ing on the trion transition. At¢ = 0 s, tunneling of an electron from
the s-shell of the dot into the reservoir is possible, depending on the
value of the gate voltage. At V, = 0.252V the electron in the dot
will tunnel with 100% probablity into the reservoir, quenching the
trion transition. At V, = 0.276 V, the electron should stay in the dot
and a constant RF amplitude is expected. However, the decrease of
the amplitude shows, that the electron is also emitted by an Auger-
type recombination. (b) Schematic pictures with Fermi distribution
and tunneling events for different gate voltages.

unusual decrease of the RF amplitude at V, = 0.276 V has
its origin in a non-radiative Auger recombination, that will
be discussed in the following section.

3.6 Auger recombination The Auger process is a
non-radiative recombination process. In a quantum-confined
semiconductor structure (like a quantum dot), the exciton
energy is transferred to a third charge carrier. No photon is
emitted and the excess charge is transferred from the dot
state into the continuum of the semiconductor. For a nega-
tively charged exciton (the negative trion) it means that the
recombination energy of the exciton removes the additional
electron from the dot. The dot is in its empty ground state
and can no longer be excited on the trion energy.

Two lasers with two different frequencies can be used
to measure the Auger recombination. The first laser (laser
frequency 1) is in resonance with the trion energy and the
second laser (laser frequency 2) is in resonance with the ex-
citon energy. The resonance fluorescence of the exciton and
the trion transition can now be observed at the same gate volt-
age, a situation that is not possible in equilibrium and works
as follows: The Auger recombination discharges the QD un-
der resonant trion excitation; leaving an empty dot for driving
the exciton transition. The uncharged dot can be excited on
the exciton transition until an electron tunnels from the charge
reservoir into the dot with the tunneling rate y;, in an n-shot
measurement, see Fig. 12. For each shot, at = 0 s the QD
is charged with one electron and the trion laser is switched on.

www.pss-b.com
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Figure 12 The Auger recombination and electron tunneling mea-
sured in a two-color excitation experiment. (a) Laser-pulse sequence
for the resonant excitation of the first laser on the trion and the
second laser on the exciton transition. (b) The time-resolved mea-
surement shows the Auger recombination by laser excitation on the
trion transition between r = 0 and 25 ws. After r = 25 s, the elec-
tron tunneling into the dot is observed by laser excitation on the
exciton transition.

This leads to an excitation of the trion transition and enables
the Auger recombination. The Auger process is observed as
an exponential decay of the trion RF signal. For the given ex-
perimental situation we find a decay rate of y,, = 0.77 us™!.
Att = 25 s, the trion laser is switched off so that the Auger-
recombination is no longer possible, while at the same time
the exciton laser is switched on. Now, the exciton transition
is in resonance with the laser and an RF signal of the exci-
ton is observed for times ¢ > 25 ps. The exciton transition
is switched off by the electron tunneling into the dot. The
evolution of an empty to a charged QD is observed as an
exponential decay in the excitonic RF signal for r > 25 s
with a tunneling rate of about 3, = 0.18 pus™'.

The relaxation rate was determined for different laser ex-
citation powers in a time-resolved n-shot RF measurement,
shown in Fig. 13a. Again the laser power changes the proba-
bility n for an additional exciton inside the dot (in addition to
the electron). The time evolution of the normalized RF signal
is nearly constant for n = 0.003 (low laser power), where the
dotis most of the time not in the trion state. As a consequence,
the Auger recombination is negligible. > For a probability of
an exciton inside the QD of n = 0.2, an exponential decay
of the RF signal is observed that saturates slightly below a
value of 0.5. At this laser excitation power, 50% of the mea-
surements end in a situation where the electron was removed
from the QD by Auger recombination. Atn = 0.5 (saturated

Note here that the RF signal is normalized; the overall intensity for
n = 0.003 is much smaller than for n = 0.5.

© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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excitation), 80% of the RF signal quenches, indicating that
the QD is empty with 80% probability under saturated ex-
citation. This value depends on the ratio between Auger re-
combination y, and tunneling rate y;,,which are affected by
the size of the dot (Auger rate) [85] and the tunneling barrier
thickness (tunneling rate).

The relation between the tunneling rate and quenching
of the trion RF signal can be determined by a rate equation
model. The time evolution of the resonance fluorescence sig-
nal P is given by the differential equation

Pf = yInPnf(t) - ”Van(f)» (5)
where P, and P; are the occupation probabilities for the
empty dot (non-fluorescent state) and the charged trion state
(fluorescent state), respectively. The average occupation of

the QD with an exciton is given by n. The boundary condition
P;(0) = 1is used to solve Eq. (1). We obtain

Yin + nyae_y”ﬂ

Pi(t) = 6
e (1) oty (6)

with the relaxation rate
ym = yIn + nyay (7)

P,(¢) directly reflects the measured transients in Fig. 13 witha
relaxation constant y,, given by Eq. (7) and shown in Fig. 13b.
To determine the Auger recombination rate from Eq. (7), the
tunneling rate y, = 0.2 us™! is needed that can be obtained
with a fit of Eq. 7 to the data in Fig. 13b. An Auger recom-
bination rate y, = 2.3 ws~! is determined.

Using the knowledge of the Auger process in colloidal
QDs [85] with an Auger rate that depends on the radius
r of the dot as r~%°, we find an expected Auger rate of
2.8 us~! for an estimated QD size of 20 nm. The estimated
Auger recombination rate fits perfectly into the outcomes
from the measurements. However, the small Auger rate in
self-assembled QDs can be explained by their lateral size.
The small tunneling rate for electrons into the dot from the
reservoir y;, = 0.2 ws™' in our sample (in the same order of
magnitude as the Auger rate) offers the possibility to observe
the Auger recombination in self-assembled dots.

The intensity of the trion state as a ratio between tunnel-
ing rate and Auger rate for different exciton populations 7 is
given for t — oo in Eq. (6):

Vi

Pi(00) = ———,
' yln+nya

®)

This equilibrium amplitude of the trion state in presence
of the Auger recombination is shown in Fig. 14 for two dif-
ferent laser powers. At small laser excitation, the average
occupation is n = 0.01 (red line) and for high laser excita-
tion it is n = 0.5 (blue line). Clearly visible is the influence
of the tunneling rate on the RF intensity of the trion. For
high tunneling rates in comparison to the Auger rate
(ym > 10y,), the RF intensity of the trion is not quenched, due
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Figure 13 (a) Time-resolved resonance fluorescence on the trion
transition for different laser excitation powers. The laser power
changes the average occupation with a trion n up to a value of
n = 0.5 in saturation. The laser is turned on at = 0 and a quench-
ing of the trion transition is observed with a relaxation rate y,,.
(b) The relaxation rates y,, for different laser powers are plotted
versus the probability for a electron—hole pair inside the QD.
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Figure 14 Probability P for a fluorescent state (photon emission
from the trion transition) in equilibrium versus the ratio between
tunneling rate yp, and Auger recombination rate y,. The fluo-
rescence of the trion transition completely quenches for a ratio
of ¥m/va = 107%, where the tunneling rate is much smaller than
the Auger recombination rate. The vertical dashed line indicated
the ratio between tunneling and Auger rate in the sample used for
the measurements.
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to the fast tunneling of electrons into the QD. After the Auger
recombination, an electron tunnels immediately into the QD
and the trion is again in resonance with the laser. For small
tunneling rates (y;, < 107*y,), the trion RF is completely
quenched at n = 0.5. In this situation, the QD is empty after
an Auger process (i.e., in the non-fluorescent state) and the
probability to return to the fluorescent state by electron tun-
neling is low. For a smaller laser excitation power n = 0.01
in Fig. 14, the probability for an Auger process is strongly
reduced, keeping the QD for the same tunneling rate with
higher probability in the fluorescent state (red line).

4 Conclusions The electron dynamics in self-
assembled QDs has been studied in transport and optical
measurements. In transport measurements on an ensem-
ble of QDs, many-particle states can be prepared and
detected in an all-electrical measurement scheme. The
tunneling dynamics between the dots and the reservoir
is measured time-resolved, yielding a time-dependent
density of states. The time-resolved measurement shows the
evolution of the many-particle states from non-equilibrium
intoequilibrium.

In the optical measurement, resonance fluorescence was
used to detect the tunneling of a single electron into a
single self-assembled QD. This measurement scheme leads
to a deeper understanding of the tunneling processes and
the influence of the QDs states’ degeneracy on the tunneling
rates. Furthermore, the optically excited exciton changes the
overall tunneling rate into the QD and opens up the possibil-
ity of an optical manipulation of its rate. Another effect of the
optical excitation on the electron dynamics is the Auger re-
combination, which removes an electron from the QD, when
an exciton recombines.
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