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Summary

This study concentrates on measurements of ground
heat fluxes within a porous urban ballast layer that were
conducted from June to September 2002 at the goods
station in Osnabr€uuck, Germany. To account for the
limitation of accurately installing sensors within the
heterogeneous and porous ballast bulk, the heat fluxes
were calculated from four different methods to compare
their variability, dynamics and shortcomings. Ground heat
fluxes were gathered from 1) a heat flux plate with the
inclusion of heat storage between the soil surface and the
heat flux plate, 2) temperature gradient measurements with
correction for heat storage, 3) temperature gradient
measurements with a modelled surface temperature and a
laboratory derived thermal conductivity, 4) as residual from
the surface energy balance equation. The results show a
distinct deviation of the four methods for absolute values of
the ground heat flux as well as for temporal dynamics
on the diurnal cycle. As indicated by the temporal dynamics
of the ground heat flux times series and a simple error
analysis of the four methods, the most plausible estimates
for an urban application in a heterogeneous ballast layer
were obtained by temperature gradient measurements
between the surface and �0.05 m. Overall, the results
indicate that accurate ground heat flux measurements in
urban applications still prove difficult to acquire.

1. Introduction

Due to the generally smaller magnitude of ground
heat flux (QG) compared to the other energy

fluxes the determination of this flux in energy-
balance studies at the earth’s surface is often
handled rather simply, e.g. by parameterising
QG as a constant fraction of the net radiation.
However, this is not suitable for specific surfaces
such as bare soil, non-natural materials or urban
surfaces where QG is a dominant part of the
energy budget and can amount to more than
50% of the net radiation (e.g. Oke et al., 1999;
Jauregui et al., 2002).

Specific attention has to be paid when studying
urban ground heat fluxes. Two scenarios have to
be considered: First, the measurement of local
scale QG for an urban volume, e.g. in urban
energy balance studies or, second, QG measure-
ments of an isolated urban facet. Both scenarios
face methodological limitations. Due to the com-
plex three-dimensional structure of the urban
area in the local scale, more than one active sur-
face in the flux footprint may have to be consid-
ered when estimating QG (e.g. roofs, ground and
walls within street canyons). Therefore, a storage
heat flux term (�QS) was introduced in urban
applications which defines the net heat change
in the urban volume below measurement height
taking into account the urban canopy air layer,
buildings, vegetation and the ground (Oke, 1988;
Grimmond and Oke, 1999). However, since it



proves difficult to evaluate �QS experimentally
in an urban area it is set equal to QG in most
studies. QG is then parameterised as a fraction
of the net radiation Q� or by determining it as
the residual term in the surface energy-balance
equation (Oke et al., 1999; Spronken-Smith,
2002; Christen and Vogt, 2004). Since both
methods tend to introduce inaccuracies e.g. by
closure gaps within the energy-balance-equation,
they are still not satisfactory. Some progress
may be achieved by approaches to model the
storage heat flux which have improved greatly
during recent years (e.g. Roth and Oke, 1994;
Grimmond and Oke, 2002; Masson et al., 2002;
Roberts et al., 2003).

If the intention is to measure the ground heat
flux of a horizontal urban facet at a smaller scale
e.g. of a road or a parking lot, limitations may
arise due to the complexity of urban building
materials and the problems associated with in-
accurately installed sensors. Studies reporting
from in-situ measurements within different urban
and non-natural surface materials like asphalt
(Asaeda et al., 1996; Anandakumar, 1999), con-
crete (Doll et al., 1985), gravel (Al-Turki et al.,
1997), macadam and sand (Asaeda et al., 1996)
encounter similar problems relating to the instal-
lation of sensors within these materials. Heat
flux plates (HFP) are prone to measurement
errors which are associated with deviation of
the plate thermal conductivity to the material
conductivity, poor contact of the plate and
the substrate and blocking vertical heat and
water transport within the substrate (Mogensen,
1970; Watts et al., 1990; van Loon et al., 1998;
Sauer, 2002; Sauer et al., 2003). Physical
contact between the HFP and the substrate is
believed to decrease with increasing grain size
of the substrate leading to increasing cavities
between grains. Since the HFP is normally buried
at some depth beneath the surface the heat
storage in the layer above the plate has to be
accounted for which requires sufficient knowl-
edge of the soil thermal properties (Mayocchi
and Bristow, 1995; Kukharets et al., 1998).
Temperature sensors (thermocouples, Pt100,
thermistors) might be subject to poor contact
with the material, especially when measuring in
solid or highly porous materials (e.g. Doll et al.,
1985).

This brief overview outlines that in-situ mea-
surements are, to a certain degree, prone to meth-
odological and technical limitations. The main
problem is that there is no standard to which
urban QG measurements can be calibrated
(Roberts et al., 2003).

The intention of this study was to measure QG

of an isolated urban facet with different in-situ
and residual approaches and compare the varia-
bility, dynamics and shortcomings of the meth-
ods. The measurements were conducted within
the framework of a study on the energy-balance
and cold-air dynamics within an urban environ-
ment (Weber and Kuttler, 2003, 2004).

After the theoretical background is briefly
outlined (Section 2), the site and instrumentation
as well as the methods used to calculate QG

are described in Section 3. Results concerning
ballast thermal properties and QG measurements
are given (Section 4) and differences in absolute
magnitude of QG as well as in temporal dynamics
on the daily cycle between the different methods
are compared.

2. Theoretical background

The heat flux into the ground can be calculated
by Fourier’s law of heat conduction as

QG ¼ �
@T

@z
ð1Þ

with QG the ground heat flux in W m�2, � the
thermal conductivity in W m�1 K�1 and @T=@z
the ground temperature gradient in K m�1. In
practical applications the differential quotient
is usually substituted by a difference quotient
owing to only a few discrete measurement loca-
tions within the ground.

A heat flux plate that is buried at some depth
within the substrate does not represent the true
heat flux at the surface because of the flux diver-
gence @QG=@z within the soil. Since the surface
energy-balance equation refers to the ground sur-
face at z¼ 0 m the heat flux at the surface must
be written as

QG ¼ QGðzÞ þ QS ð2Þ
with QG(z) the ground heat flux at the depth z the
HFP is buried and QS the heat storage in the layer
above the HFP, all in W m�2 (Arya, 2001).
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The term QS can be evaluated calorimetrically
(Sauer, 2002)

QS ¼
ð0

z

Cv

@T

@t
@z ð3Þ

with Cv the volumetric heat capacity in
J m�3 K�1, @T=@t the time rate of change of
the layer-averaged temperature in the layer above
the HFP in K s�1 and @z the layer thickness in
m. Coupling of the gradient- or HFP-method
with a calorimetric approach is usually referred
to in the literature as the ‘‘combination method’’
(Sauer, 2002).

3. Material and methods

3.1 Site characteristics and ballast
physical properties

Measurements were carried out at the goods sta-
tion (GS) in the city of Osnabr€uuck, Germany (52�

160 N, 8� 040 E). The ballast surface at the goods
station covers a surface area of approximately
0.5 km2. The GS is bounded by the city centre
of Osnabr€uuck to the east, residential housing to
the north and a small industrial area to the south.
The GS extends for >800 m to the west.

Ballast is used as a collective term for a het-
erogeneous mix of shattered rock types which are
produced mainly for constructive applications,
such as stuffing material in road construction or
for railway tracks. The Osnabr€uuck ballast layer
consists mainly of sandstone, greywacke and dia-
base. The average thickness of the ballast layer,
as estimated by drillings, is around 0.3–1 m. At
the measurement site the thickness of the ballast
bulk was 0.5 m. Owing to the geometrical hetero-
geneity of the individual ballast pieces (Fig. 1), it
is not easy to accurately estimate their grain size.
However, the dimensions of the ballast vary
between 2.5 cm < d < 7.1 cm in diameter and
1.35 cm < h < and 3.5 cm in height which is
defined normal to the diameter. The knowledge
of further properties of the ballast is important in
order to estimate the volumetric heat capacity
which in turn is needed to calculate the heat stor-
age QS. The porosity of the ballast bulk defined
as the ratio of the volume of air-filled cavities to
the entire bulk volume (e.g. Marshall et al., 1999)
was estimated by adding water to a fixed amount

of ballast in a measurement box (Asaeda et al.,
1996). The magnitudes of the ballast bulk proper-
ties are given in Table 1.

3.2 Instrumentation

From 12 June to 23 September 2002 an energy-
balance station was installed at GS to measure
net radiation Q�, the turbulent sensible and latent
heat fluxes QH and QE, ground heat flux QG and
soil temperatures. Q� was measured by a Pyrra-
diometer (Ph. Schenk, Vienna, Austria) at 2 m
above ground level (a.g.l.). The turbulent sensi-
ble (QH) and latent (QE) heat fluxes were deter-
mined by a modified Bowen-ratio method (Liu
and Foken, 2001) using a USA-1 sonic anemom-
eter sampling at 2.1 m a.g.l. with 10 Hz (Metek,
Schenefeld, Germany) and dry- and wet-bulb tem-
peratures at 0.45 m and 2.05 m a.g.l. (Thies Clima,
G€oottingen, Germany, with glass-coated PT 100’s).
The modified Bowen-ratio estimates QH from
buoyancy flux measurements which are corrected
for humidity and cross-wind fluctuations (Liu
et al., 2001). Finally, QE is calculated

QE ¼ QH

Bo
ð4Þ

Table 1. Ballast physical and thermal properties

Porosity 0.45
Bulk density 1500 kg m�3

Damping depth 0.09 m
Thermal conductivity 0.45 W m�1 K�1

Thermal diffusivity 0.32 � 10�6 m2 s�1

Volumetric heat capacity 1.39 � 106 J m�3 K�1

Fig. 1. Ballast surface at the study site in Osnabr€uuck
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with QE and QH the latent and turbulent heat flux
density in W m�2 and Bo the Bowen-ratio. Bo
was calculated from temperature and humidity
measurements at two levels above ground. For
a detailed description of the method see Liu
and Foken (2001). To ensure good data quality,
restrictive criteria are proposed for the modi-
fied Bowen-ratio to exclude data during poorly
developed turbulent conditions. According to
the proposed data-quality criteria (Liu and
Foken, 2001) 30 min averages with friction
velocity u� < 0.07 m s�1, kinematic heat
fluxes�0.001 K m s�1< w0T0<0:002 K m s�1 and
Bowen ratios �0.2<Bo<0.05 were excluded
from the data-set.

To measure the heat flux into the ground, a
soil heat flux plate was placed at �0.05 m
within the ballast bulk (Huskeflux HFP 01,
Delft, Netherlands (depths are defined as
negative away from the surface)). The circular
HFP has a diameter of 8 cm with a temper-
ature sensitive area of about 2 cm in diameter.
To insure best possible contact between sub-
strate and HFP, the ballast pieces next to the
HFP were sawn in half and the flat sides
placed directly in contact with the temperature
sensitive part above and below the HFP.
Although the complete surface of the HFP
was covered by the ballast pieces there are still
fractions of the surface which are in contact
with pore air owing to the large grain size and
complex geometry of the ballast. A thermistor
profile was installed at �0.05 m, �0.1 m and
�0.3 (Thies Clima, G€oottingen, Germany) with-
in the ballast layer. As for the HFP, the therm-
istors were placed in such a way that parts were
in contact with the ballast as well as in
contact with pore air to obtain representative
data on the thermal structure within the ballast
bulk. The thermistors have been tested against
each other prior to the field campaign and were
found to deviate <0.05 K.

Net radiation, soil temperatures, soil heat
flux and dry- and wet-bulb temperatures were
sampled at 1 Hz and stored as 3 min averages to
a datalogger Combilog 1020 (Th. Friedrichs,
Schenefeld, Germany). From the raw sonic data
half hourly fluxes of QH and QE were calculated
using software developed by the Department
of Micrometeorology, University of Bayreuth,
Germany (Foken, 1999).

To verify the performance of a modelled bal-
last surface temperature (cf. Section 3.4) these
were compared to temperature measurements
taken with a handheld infrared thermometer
(I-Tec 2003, Novasens, L€uuneburg, Germany).

Most of the data presented here were gathered
during high-pressure atmospheric conditions, de-
fined as clear and calm days, during which urban
climatic effects are most pronounced. Such days
are characterised by high shortwave radiative
input and are mainly non-overcast during day
and night. A description of the classification of
these situations is given in Weber and Kuttler
(2004).

3.3 Methods to calculate the ground
heat flux

For this research four different methods for cal-
culating the heat flux into the ground were taken
into account: a combination method with a heat
flux plate (�0.05 m) and the correction for heat
storage above the HFP from the temperature
measurement at �0.05 m and the modelled sur-
face temperature (QGHFP); a combination method
with a temperature gradient approach with tem-
perature measurements at �0.05 m and �0.1 m
below ground level with the correction for heat
storage above that layer from the temperature
measurement at �0.05 m and the modelled sur-
face temperature (QGTG); a temperature gradient
approach from a modelled surface temperature
(cf. Section 3.4) and temperature measurements
at �0.05 m (QG0); a residual method (QGres)
as calculated from the surface energy balance
equation

QGres ¼ Q� � QH � QE ð5Þ
with Q� the net radiation in W m�2. For all meth-
ods, 30 min averages of the ground heat flux were
determined (see Table 2 for a summary of the
four methods).

Due to the turbulence measurements quality
criteria (cf. Section 3.2) some energy balance
estimates could not be calculated. Although data
gaps are generally limited to a few night-time
hours due to low friction velocity conditions
below the threshold value of 0.07 m s�1, some
daytime estimates, especially during the morning
and evening periods, are unavailable. However,
data availability during clear and calm days
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was on average >70%. Gaps in the QGres time
series were filled by linear interpolation between
the available QGres data points.

In the combination methods QGHFP and
QGTG, the heat storage was evaluated according
to Eq. (3). The layer averaged temperature was
computed from the temperature measurement
at �0.05 m and the surface temperature T0

(cf. Section 3.4). The volumetric heat capacity
Cv was calculated from

Cv ¼ �

�
ð6Þ

with � the thermal diffusivity in m2 s�1.
The thermal conductivity of the ballast in
Osnabr€uuck was estimated by a laboratory set-up
in which the ballast together with a reference
material (Agar-gel) was placed in two layers in
a measurement box between a hot (at the top)
and a cold (at the bottom) plate (for details see
Weber, 2004). With the known thermal properties
of the reference material and additional tem-
perature measurements across the measurement
volume, the thermal conductivity can easily be
calculated from the Fourier law of heat conduc-
tion. The thermal diffusivity was calculated on
a daily basis by the amplitude equation with
in-situ temperature measurements at �0.05 m
and �0.1 m (Verhoef et al., 1996).

The thermal conductivity of the ballast layer
was derived by a laboratory experiment and
can be regarded as an effective thermal con-
ductivity taking into account heat transfer
through large pore spaces. It was estimated
with �¼ 0.45 W m�1 K�1 with an accuracy of
�7% (Weber, 2004). The thermal diffusivity
was calculated according to the amplitude
equation (Verhoef et al., 1996) with �¼
0.32 � 10�6 m2 s�1, which results in a damping
depth of about 0.09 m.

To account for heat storage in the combination
methods QGHFP and QGTG, the volumetric heat
capacity for ballast was calculated according to
Eq. (6). Due to the ballast-composition of two
materials (air and stone) with quite different ther-
mal properties in terms of � and Cv, the ballast
bulk shows generally smaller magnitudes in com-
parison to the thermal properties of familiar
urban surface materials (Table 3) such as asphalt,
stone or dense concrete (Oke, 1987; Zmarsly
et al., 2002). For instance, the ratios of thermal
conductivity of common urban surface materials
to that of ballast ranging from 1.64 to 118.45, the
ratios calculated for Cv range from 1.20 to 2.84.

3.4 Modelling the ballast surface
temperature

Owing to the dimensions of the individual ballast
pieces and the surface conditions of the ballast
layer, the surface temperature (T0) was not mea-
sured by in-situ sensors. T0 was calculated from
the longwave radiation at the surface (assuming
the longwave emissivity "¼ 0.99) which was

Table 2. Overview of the different approaches to calculate the ground heat flux within the porous urban ballast layer in
Osnabr€uuck

Method Approach Calculation Needed parameters

QGHFP combination QGHFPaþQS
b HFP (�0.05 m); Cv; T0; T-0,05 m; z

QGTG combination QGTGcþQS
b T (�0.05; �0.1 m); Cv; T0; T-0,05 m; z

QG0 gradient see Eq. (1) T (T0; �0.05 m); �; z
QGres residual see Eq. (5) Q�; QH; QE

a Heat flux plate measurements not corrected for heat storage (cf. Section 4.1)
b For calculation of QS see Eq. (3)
c Temperature gradient measurements not corrected for heat storage (cf. Section 4.1)

Table 3. Overview of thermal properties (� and Cv) of
familiar urban surface materials after Oke (1987) and
Zmarsly et al. (2002). The value in brackets indicates the
ratio of the thermal property of the relevant material to that
of the ballast bulk. The ballast values emanate from the
present study

Material Thermal
conductivity �
[W m�1 K�1]

Volumetric
heat capacity
Cv [J m�3 K�1]

Asphalt 0.75 (1.67) 1.94 � 106 (1.41)
Concrete 4.6 (10.23) 2.2 � 106 (1.59)
Glass 0.74 (1.64) 1.66 � 106 (1.20)
Stone 2.19 (4.87) 2.25 � 106 (1.63)
Steel 53.3 (118.45) 3.93 � 106 (2.84)

Ballast 0.45 (1) 1.39 � 106 (1)
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modelled according to Sozzi et al. (1999). The
method which is straightforward and only needs
standard meteorological data will be briefly
summarised here. It is based on the Stefan-
Boltzmann law plus an additional term

L"mod¼ " � � � Tav
4 þ c � Q� ð7Þ

with L"mod the modelled upward longwave
radiation in W m�2, " longwave emissivity, �
Stefan-Boltzmann’s constant in W m�2 K�4, Tav

an average of the air temperature at 0.45 m a.g.l.
and the ground temperature at �0.05 m in K, c
the heating coefficient and Q� net radiation in
W m�2.

Inserting near surface air temperature mea-
surements in Eq. (7) can only give a rough esti-
mate of the real surface temperature. Therefore,
the term c �Q� is incorporated and aims to vir-
tually extrapolate the temperature profile down to
the ground surface to give the amount of radia-
tive input absorbed at the surface defining the
‘‘real’’ surface temperature.

To estimate the magnitude of c, the best
linear fit between the modelled T0 (T0 mod)
and the nocturnal measurements of L" by the
Pyrradiometer converted into surface tempera-
ture (T0 Pyr.) was approximated with different
values for c. The best fit with only little deviation
between the data-sets (R2¼ 0.99) was obtained
for c¼ 0.18 (Fig. 2). The accuracy of T0 mod
in comparison to T0 Pyr. is satisfying with a stan-

dard error of deviation of 0.45 K in the given
temperature range from 10 �C to 30 �C. Compar-
ison of T0 mod with temporary measurements
taken using a handheld infrared thermometer
(T0 IR) showed good agreement for data during
both, day and night (Fig. 3).

4. Results

4.1 Performance of the HFP

First of all, the measurement performance be-
tween the ground heat flux calculated from the
laboratory derived thermal conductivity by the
temperature gradient approach (QGTG, Eq. (1)),
and the ground heat flux as estimated by the
heat flux plate (QGHFP) will be compared.
Therefore, both methods are not corrected for
heat storage at this stage. A geometrical shape
correction for the HFP, the so-called Philips-
correction (Philip, 1961) was not applied since
it remains a source of controversy within the
literature and has also been shown to be of
minor influence on the data (�5%). As indicated
in Fig. 4, QGHFP is underestimated by about
26% in comparison to the temperature gradient.
This fact is especially interesting because QGTG
is calculated from a substrate layer centred
at �0.075 m (temperature gradient between
�0.05 m and �0.1 m) which is 2.5 cm below
the depth of the HFP. With an accurate perfor-
mance of the HFP one would consider the heat
flux to be greater in magnitude compared to the

Fig. 2. Scatter plot of the modelled surface temperature
(T0) and the measured nocturnal upward longwave radiation
converted to surface temperature (T0 Pyr.). The heating
coefficient c is set to c¼ 0.18 (cf. Eq. (7)). The regression
is based on 369 nocturnal 30 min averages during clear and
calm nights during the study period from 12 June–23
September 2002

Fig. 3. Scatter plot of the modelled surface temperature
(T0) and the surface temperature as measured temporary
by infrared-thermometry (T0 IR) during the study period
from 12 June–23 September 2002

174 S. Weber



temperature gradient because of heat flux diver-
gence within the uppermost centimetres of the
ballast bulk. The underestimation of QGHFP is
believed to be mainly attributed to poor contact
between the individual ballast pieces and the
HFP although sawn ballast pieces have been
introduced to enhance contact (cf. Section 3.2).
Just a thin layer of air between the HFP and
the ballast shifts the measurements towards the
material with a considerably smaller thermal
conductivity. The air acts as an insulating layer,
decreasing the magnitude of QG.

4.2 Comparison of methods to estimate QG

In this section, the ground heat fluxes as calculated
from the combination methods (QGHFP, QGTG)
are compared to the temperature gradient meth-
od (QG0) and the residual method (QGres), with
respect to differences in absolute values as well
as temporal variability over the course of the day.

During the times of highest radiative input,
during the morning and noon periods, the com-
bination methods are larger than QG0. Summed
over the diurnal course this amounts to 23%
and 31%, respectively, for a single clear and calm
day (29 July, 2002), while on average the com-
bination methods are 17% and 27% larger when
compared to QG0 (Table 4).

The time dependent behaviour of the time
series are comparable during the morning hours

with relatively small deviations of, on average,
5–20 W m�2, both for a single clear and calm
day (Fig. 5a) as well as for an average of 21 clear

Fig. 4. Scatter plot of the ground heat flux as derived by the
temperature gradient between �0.05 and �0.1 m (QGTG)
vs. the heat flux plate measurements at �0.05 m (QGHFP).
The regression is based on 1004 30 min averages during
clear and calm days in the study period from 12 June–23
September 2002. They dashed line indicates the 1:1 line

Table 4. Daily sums of the ground heat flux in MJ m�2 d�1

calculated for different methods on 29 July, 2002 and for the
daily average sums for 21 clear and calm days during the
study period from 12 June 2002 to 23 September 2002. For
both cases, the ratio of the relevant method (QG(i)) to the
method QG0 is indicated

Sum 29
July 2002

QG(i)=QG0 Average
sum

QG(i)=QG0

QGHFP 5.48 1.23 4.40 1.17
QGTG 5.81 1.31 4.79 1.27
QG0 4.45 1 3.77 1
QGres 11.25 2.53 9.44 2.50

Fig. 5. Plots of the ground heat fluxes estimated from tem-
perature gradients between the surface and �0.05 m (QG0),
the combination methods with heat flux plate data (QGHFP)
and temperature gradients (QGTG) and as residual term of
the energy-balance-equation (QGres). For the clear and
calm day 29 July, 2002 (a) and averages for 21 clear and
calm days in the study period from 12 June–23 September
2002 (b)
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and calm days (Fig. 5b). During the afternoon
and evening period however, deviations be-
tween the methods become significant and are
in the range 20–40 W m�2. Occasionally, devia-
tions are as large as 60 W m�2 (17:30 CET,
see Fig. 5b). The combination method time series
decreases faster in comparison to the QG0 time
series. This is due to the important influence of
the heat storage term QS on the ground heat
fluxes calculated from the combination methods.

To analyse the behaviour of the combination
methods the heat storage time series QS is plotted
in Fig. 6 for a five-day period during clear and
calm weather. It is evident that the storage term
QS is far greater in magnitude, as are the ground
heat fluxes (over the diurnal course on 29 July,
2002 the heat storage term QS accounts for 78%
of QGHFP and for 74% of QGTG). Owing to the
time rate of change of temperature in the layer
between the surface, and the temperature (or
HFP) measurement, respectively, heat storage
strongly increases during the morning hours
due to increasing surface temperatures (cf. Eq.
(3)). After the surface temperature peaks around
noon, QS decreases rapidly and varies strongly.
The storage term reaches negative values of up to
�150 W m�2 (Fig. 6). This is due to the different
cooling rates of the surface temperature and the
temperature measurement at �0.05 m. The time
rate of change in temperature of the upper 5 cm
of the ballast bulk becomes negative – and so
does the storage term QS. Due to the stronger
cooling of the surface during two consecutive
30 min time steps, the resulting storage term
might reach large values which are physically
implausible on such short time scales. It has to
be noted that due to the approach of modelling

the surface temperature by the upward long-
wave radiation at the surface (Eq. (7)), time rates
of change in surface temperatures might some-
times be biased by meteorological conditions
(shading etc.) on short time scales. As a conse-
quence, the magnitude of the fluxes, QGHFP and
QGTG, are strongly influenced by the time series
of QS.

The estimates of the residual term (QGres) are
by far the largest ground heat fluxes of all meth-
ods not only for 29 July 2002 but also for the 21-
day average. The daily sum of QGres exceeds
the gradient method QG0 by a factor of, on aver-
age, 2.5 (Table 4). Absolute differences between
QGres and QG0 on the diurnal cycle amount to
200 W m�2 at 10:00 CET on the 29 July 2002
(Fig. 5a) or to 147 W m�2 at 10:00 CET when
averaged over 21 days (Fig. 5b). It is also evident
that absolute differences are largest at times of
highest energy input, i.e. during noon-hours. This
indicates some sort of systematic underestima-
tion of energy conversion in one of the fluxes
measured at the energy balance site although
all terms were tested and were found to have
been measured accurately. Consequences for
the estimation of urban ground heat fluxes from
a residual approach will be briefly discussed in
the following section.

5. Discussion of results

Given the variability between the different
ground heat fluxes estimated for the porous bal-
last layer in Osnabr€uuck, which is now the most
suitable method?

As already mentioned, no standard exists as
e.g. in homogeneous fine-textured soils where
the heat flux plate has been proven to be reliable
and is currently the quasi-standard of soil heat
flux measurements. This is why a relative com-
parison between the different methods has to be
considered in this study.

In the combination methods QGHFP and QGTG,
as well as in the residual method QGres, large er-
rors have to be taken into account (cf. Section 4.2).
In the combination methods, the inaccuracies are
largely tied to the dynamic behaviour of the heat
storage term QS triggered by the variation in the
warming of the upper centimetres of the ballast
bulk on the daily cycle (cf. Section 4.2). The ac-
curacy of the residual method is closely tied to

Fig. 6. Heat storage QS in the layer between the surface
and �0.05 m for a five-day period from 15–19 August,
2002
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uncertainties in the estimation of the surface-
energy-balance. The non-closure of the surface-
energy-balance showed a magnitude of about
30% at the study site in Osnabr€uuck (Weber,
2004). This value is plausible considering the het-
erogeneity of the site within the urban envi-
ronment. Even studies that were performed at flat
and homogeneous study sites, with state-of-the-
art measurement equipment, reported gaps in the
energy balance closure of 10–40% (Panin et al.,
1998; Oncley et al., 2002; Wilson et al., 2002).
As a consequence, the residual estimation of the
ground heat flux is barely reliable at study sites
exhibiting a certain degree of heterogeneity. As a
result, the estimation of the ground heat flux
using a residual approach is only feasible with
a nearly perfect closure of the energy balance,
although large random errors on short time scales
might still occur.

Having this in mind, the gradient approach
QG0 gives the most plausible results in this study.
This is not only valid for the absolute values, but
also for the temporal dynamics of the ground
heat flux on the diurnal cycle. The accuracy of
the gradient method QG0 basically depends on
the temperature gradient measurements in the
substrate. The in-situ measurements with the
thermistor profile can be achieved with a high
degree of accuracy (cf. Section 3.2). The main
limitations in this approach are inaccuracies in
the modelled surface temperature and the mea-
surement depth within the substrate owing to
the large grain size distribution of the ballast.
Although the modelled surface temperature has
shown reliable results (cf. Fig. 3) errors might be
introduced due to steep gradients of temperature
near the surface. To give an assessment of the
performance of the method the relative error of
QG0 can be written as (Taylor, 1988)

�ðQG0Þ
jQG0j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
��

j�j

�2

þ
�
�T

jTj

�2

þ
�
�z

jzj

�2
s

ð8Þ
with �x=jxj representing the relative errors of
the independent input variables. With the known
error �� 7%, an assumed maximum error of
T0� 1 K for the surface temperature and an error
associated with the measuring depth of 0.01 m,
the error of QG0 at a typical noon situation
(�T¼ 10 K) would result in 23%.

Using Eq. (8) the relative errors of the other
methods can be roughly estimated. Again, some
assumptions about the partial error contributing
to the overall error for each method have to be
made which are assumed to mark an upper uncer-
tainty limit. These are 20% for measurements
with the HFP (according to the manufacturer),
7% for Cv (due to the error on � in Eq. (6)),
10% for Q� (see discussion in Weber, 2004),
and 10% and 20% for QH and QE, respectively
(accuracy limits for the modified Bowen ratio
given by Liu and Foken, 2001). As a conse-
quence, relative errors for the methods are
about 31% for QGHFP, 33% for QGTG and 38%
for QGres.

With a relative error of 23%, the inaccuracy of
QG0 is non-negligible. But in comparison to
the other methods QG0 incorporates the smallest
uncertainties and leads to far more plausible
results.

6. Concluding remarks

The ground heat flux in a porous urban ballast
layer was calculated using four different meth-
ods. The methods showed distinct differences in
absolute magnitudes of the ground heat fluxes as
well as in temporal dynamics associated with the
penetration of the diurnal temperature wave into
the ground. The results of this study indicate that
the method which calculates the ground heat flux
by the Fourier law of heat conduction taking the
effective thermal conductivity, a modelled sur-
face temperature and temperature measurements
at �0.05 m below the surface into account (QG0)
yields the most plausible results.

Nevertheless more research and data are
needed to compare methods to find reliable ways
to determine ground heat fluxes accurately within
urban environments in the future.
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